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Kyunghee University, Seoul, Korea

ABSTRACT
Review helpfulness prediction aims to provide helpful reviews 
for customers to make purchase decisions. Although many 
studies have proposed prediction mechanisms, few have intro-
duced consistency between the review text and star rating 
information in the review helpfulness prediction task. 
Moreover, previous studies that have reflected such 
a consistency still have limitations, including the star rating 
facing information loss, and the interaction between review 
text and star rating not extracted effectively. This study pro-
poses the CNN-TRI model to overcome these limitations. 
Specifically, this study applies a multi-channel CNN model to 
extract semantic features in the review text and convert star 
ratings into a high-dimensional feature vector to avoid informa-
tion loss. Next, element-wise operation and multilayer percep-
tion are applied to extract linear and nonlinear interactions to 
learn interaction effectively. Results measured by real world 
online reviews collected from Amazon.com show that CNN-TRI 
significantly outperforms the state-of-the-art. This study helps 
e-commerce websites with marketing efforts to attract more 
customers by providing more helpful reviews and thus, increas-
ing sales. Moreover, this study can enhance customers’ attitudes 
and purchase decision-making by reducing information over-
load and customers’ search costs.
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Introduction

With the rapid information and communication technology (ICT) develop-
ment, the e-commerce market has experienced remarkable growth. Since 
e-commerce endows customers with low cost and convenience, it plays an 
essential role in our daily life. Thus, online reviews have become a significant 
information source in the customer purchase decision process (Ahmad and 
Laroche 2017; Gottschalk and Mafael 2017; Sun et al. 2019). As defined, an 
online review is a type of customer feedback that can reflect their evaluation of 
the product (Hossain and Rahman 2022). Liu et al. (2007) found that 8 out of 
10 customers refer to online reviews written by other consumers to explore the 
information in purchasing decisions. Referring to online reviews can reduce 
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consumers’ perceived risk for more effective purchase decision-making 
(Hossain et al. 2022). However, customers face an information overload 
problem when the increasing volume of online reviews. Therefore, customers 
cannot effectively explore helpful information when purchasing decisions 
(Jones, Ravid, and Rafaeli 2004; Yin, Bond, and Zhang 2014).

To address the information overload problems, many e-commerce websites, 
such as Amazon, Yelp, and TripAdvisor have introduced a review voting 
system that allows customers to evaluate their explored reviews. Such 
a voting system can be seen as a review helpfulness feedback mechanism for 
online reviews. Meanwhile, e-commerce websites recommend customized 
reviews based on the number of helpful votes. For example, Amazon.com 
and Yelp.com provide a “Most Helpful First” option in sorting reviews. Upon 
reading a review, the customer is then asked a question like: “Was this review 
useful?” and customers can vote “yes” to evaluate the review’s helpfulness. 
Since review helpfulness can reflect the subjective evaluation and perceived 
utility of the review as judged by customers, a review voting system is widely 
used to provide helpful reviews for customers’ purchase decision-making 
(Cao, Duan, and Gan 2011; Li et al. 2013). However, recently written reviews 
need sufficient time to accumulate helpful votes, making it difficult for them to 
refer to purchasing decisions (Ghose and Ipeirotis 2010; Ngo-Ye and Sinha  
2014; Pan, Hou, and Liu 2020). Additionally, voted reviews are a lower 
percentage of the total review, and it is challenging to be recommended to 
customers even if they contain a piece of rich information (Chen et al. 2022). 
Thus, e-commerce websites must introduce a system that can automatically 
predict review helpfulness to address several such problems.

Review helpfulness prediction aims to recommend helpful reviews to con-
sumers, which allows them to make purchase decisions through the informa-
tion contained in the review. Most studies predicted review helpfulness based 
on review text and numerical rating (Chiriatti et al. 2019; Haque, Tozal, and 
Islam 2018; Huang et al. 2015). Review text information contains the qualita-
tive evaluation of the product, providing rich and specific information for 
customers (Ge et al. 2019; Korfiatis, García-Bariocanal, and Sánchez-Alonso  
2012). Meanwhile, star rating information represents the customer’s quanti-
tative evaluation of the product’s characteristics. Since the star rating informa-
tion is an objective meta-data acquired from each customer, it can be seen as 
statistical information about the product (Pashchenko et al. 2022). 
Additionally, rating valence and extremity affect customers when evaluating 
review helpfulness (Agnihotri and Bhattacharya 2016). Some scholars argue 
that consistency between review text and star rating information is essential 
when customers evaluate online review helpfulness (Quaschning, Pandelaere, 
and Vermeir 2015; Schlosser 2011; Shen et al. 2019). The text and ratings of 
online reviews are the customer’s qualitative and quantitative evaluations of 
the product, respectively. Customers expect that review text and star ratings 
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indicate consistent information when making purchase decisions by referring 
to online reviews (Huang et al. 2015). Inconsistency of information could 
cause customers to become disabled when making purchase decisions effec-
tively, decreasing the perceived review’s credibility and helpfulness (Du et al.  
2020). Therefore, this study argues the consistency of review text and star 
rating is a significant factor in review helpfulness prediction.

Although previous studies that predict review helpfulness through the 
consistency of review text and star rating information have improved the 
prediction performance, limitations still exist. Some studies convert review 
text into high-dimensional feature vectors and utilize star ratings as scalars 
(Ghose and Ipeirotis 2010; Hu and Chen 2016). Since scalar representations 
limit the capacity of star rating information, it is challenging to effectively 
extract the interaction between review text and star rating information. Deep 
learning models equipped with a deep neural network structure have been 
widely used in several domains in recent years. In particular, a convolutional 
neural network (CNN) that can extract deep latent features has illustrated 
excellent performance in natural language processing (NLP) tasks (Chen et al.  
2019; Zhao et al. 2018). Qu, Li, and Rose (2018) applied CNN model and 
treated the star ratings as the last word of the review texts to enlarge the 
representation capacity of the star rating information. Although such an 
approach converts the star rating into a feature vector combined with the 
review texts, the star rating only interacts locally with the last few words of the 
review texts. Additionally, since the capacity to represent star rating informa-
tion can be limited in the max-pooling layer, it is challenging to learn inter-
actions effectively. To address the such problems, Du et al. (2020) proposed 
a novel approach that independently embedded review text and star ratings 
and utilized the element-wise operation to capture the interaction. Although 
such an approach can capture the interaction without information loss, it still 
exists limitations in the capture interaction process. Such element-wise opera-
tion only captures a linear relationship between review text and star ratings to 
predict review helpfulness. Nevertheless, such a simple linear relationship 
approach challenges capturing the complex interaction (He et al. 2017). 
Thus, this study summarizes the limitations of existing studies as follows: (1) 
Since the star rating representation capacity limitation, it is challenging to 
effectively capture the interaction between the review text and star ratings. (2) 
Since interaction between review text and star ratings is based on linear 
relationships, it is challenging to capture complex nonlinear relationships.

To address the limitations of star rating representation capacity and com-
plex nonlinear interaction, this study proposes a multi-channel CNN-based 
review helpfulness modeling that utilizes text and rating interaction (CNN- 
TRI). This study applies a multi-channel CNN mechanism to extract latent 
representation features contained in the review text. Compared to single- 
channel CNN, multi-channel CNN has the advantage of applying several 
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size kernels, which can extract latent representation features of several lengths 
simultaneously (Chung and Shin 2020; Han, Kou, and Snaidauf 2019). This 
study independently maps the review text and star ratings into high- 
dimensional feature vectors to effectively utilize the presentation capacity of 
star rating information and minimize information loss problems. Meanwhile, 
this study converts review text and star rating feature vectors into the same 
dimension to ensure equivalent representation capacity. To extract the inter-
actions effectively, this study utilizes a multi-layer perceptron (MLP) and 
element-wise operation to learn nonlinear and linear interactions. Based on 
this, our proposed mechanism can model review helpfulness effectively based 
on linear and nonlinear interactions. To evaluate the proposed mechanism 
performance in this study, this study utilized real-world online reviews col-
lected from Amazon.com. The experimental results indicate that the proposed 
CNN-TRI mechanism outperforms better the state-of-the-art method. This 
study aims to introduce consistency of review text and star rating information 
to improve review helpfulness prediction performance. The proposed 
mechanism contributes both theoretically and methodologically in demon-
strating how to enhance the prediction model by learning review text-star 
rating interaction. Our findings can help e-commerce websites to create 
effective marketing strategies and improve recommendations to provide cus-
tomers with credible review information when making purchase decisions.

The rest of this paper is organized as follows. Section 2 describes related 
work in detail. Section 3 defines the problem statement of the CNN-TRI 
mechanism, and section 4 describes the experimental setting. Section 5 dis-
cusses the experimental results in detail, and Section 6 concludes the study, 
and lays out the theoretical and practical implications, and limitations.

Related Works

Review Content Feature-Based Helpfulness Modeling

Review helpfulness can be seen as a signal of a customer’s endorsement of 
a specific review (Metzger, Flanagin, and Medders 2010), as well as reflect 
consumers’ positive attitudes toward products (Kim, Maslowska, and 
Malthouse 2018). Various previous studies have illustrated that helpful reviews 
strongly impact consumer decision-making (Chen and Xie 2008; Topaloglu 
and Dass 2021). Since voted reviews are a lower percentage of the total review 
and e-commerce websites recommend reviews based on the number of helpful 
votes, most reviews are less likely to be recommended to customers. Therefore, 
e-commerce websites must introduce a review helpfulness prediction system 
for customers. Over the last decade, the topic of predicting review helpfulness 
has attracted increasing attention from scholars (Bilal et al. 2021). Previous 
studies mainly predict review helpfulness by utilizing features contained in the 
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review contents. Ghose and Ipeirotis (2010) indicated the subjectivity, infor-
mativeness, readability, and linguistic correctness features in the review con-
tents affect perceived helpfulness. Additionally, they applied random forests 
(RF) model to predict review helpfulness. The results showed a significant 
improvement in review helpfulness prediction performance by utilizing 
reviewer characteristics, review subjectivity, and review readability. Lu et al. 
(2010) proposed a methodology that utilizes reviewer identity and social net-
work contextual information in addition to textual content features to predict 
review helpfulness. The results showed the additional contextual features 
improved prediction performance. Martin and Pu (2014) proposed 
a methodology that extracts emotional features to predict review helpfulness. 
They analyzed the prediction performance through support vector machine 
(SVM), RF, and naive Bayes (NB) models, which are widely utilized in review 
helpfulness prediction. The results indicated that such emotional features 
improved prediction performance by 9% compared to the structure-based 
methodology that utilizes features such as review length or readability. Yang 
et al. (2015) applied linguistic inquiry and word count (LIWC) and general 
inquirer (INQUIRER) semantic features to overcome the problems of inter-
preting review helpfulness. The results showed the proposed methodology not 
only improved prediction performance but also can provide the semantic 
interpretation of review helpfulness. Mauro, Ardissono, and Petrone (2021) 
proposed a novel review helpfulness prediction methodology by combining 
star ratings, review lengths, and polarity deviations of reviews, with results 
indicating star ratings and review length deviations have a significant impact 
on review helpfulness. Such studies mainly predict review helpfulness by 
utilizing various features contained in the review contents. However, feature 
selection criteria differ depending on the products or domains. Therefore, 
scholars may cost a lot of time acquiring knowledge for a specific domain. 
Additionally, the more extracted features, the higher correlation between 
information, which causes multicollinearity to reduce prediction performance.

Deep learning models such as CNN generally refer to algorithms with deep 
layers of neural networks. Deep learning models can automatically extract 
latent features compared to traditional machine learning models (Liu, Qiu, 
and Huang 2016; Nguyen and Le Nguyen 2019). CNN model has been 
effectively applied in NLP tasks such as text classification, sentiment analysis, 
and relation classification (Dos Santos and Gatti 2014; Kim 2014; Nguyen and 
Grishman 2015). Kim (2014) applied CNN with multiple filters for text 
classification and attracted attention for its excellent performance. Since 
such a multi-channel CNN model equips multiple filters with different kernel 
sizes, it can extract various lengths of semantic features contained in the review 
text information at the same time (Chung and Shin 2020; Han, Kou, and 
Snaidauf 2019). Zhang, Roller, and Wallace (2016) proposed a CNN-based 
model to apply various embedding sizes. Guo et al. (2019) indicated that one 
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term has different significance in a different class of document. To overcome 
the limitations of one term just having one weight in previous studies, they 
applied a multi-channel CNN model that gives each term multiple weights. In 
recent years, multi-channel CNN has been applied in review helpfulness 
prediction tasks. Saumya, Singh, and Dwivedi (2020) proposed a multi- 
channel CNN-based model to improve review helpfulness prediction perfor-
mance. To extract various lengths of semantic features, they applied filters of 
sizes 3, 4, and 5 to learn tri-gram, four-gram, and five-gram features of review 
text information. Olmedilla, Martínez-Torres, and Toral (2022) first applied 
1D-CNN to the review helpfulness prediction task by utilizing multiple sizes of 
filters to perform review helpfulness prediction and identify clusters of review 
helpfulness according to the most extracted important contextual features. 
Such studies indicated that multi-channel CNN model improves prediction 
performance compared to single-channel CNN model. Specifically, the advan-
tages of multi-channel CNN can be summarized as follows: (1) Multi-channel 
CNN can apply multiple sizes of filters to convolution layer to extract semantic 
features. (2) Multi-channel CNN has strong robustness in multiple channels. 
(3) Multi-channel CNN can improve learning ability and overcome limitations 
on feature extraction. Therefore, this study applies a multi-channel CNN 
model as an encoder to extract semantic features contained in the review 
text information effectively.

Review Text and Star Rating Interaction-Based Helpfulness Modeling

Previous studies have combined star rating information with the review texts 
in review helpfulness prediction. Hu and Chen (2016) indicated the signifi-
cance of the interaction effect between star rating and hotel star class informa-
tion. They applied linear regression, model tree (M5), and SVM to indicate 
that interaction affects review helpfulness. The results showed such an inter-
action effect improves the prediction performance indeed. Chiriatti et al. 
(2019) extracted various categories of features in the review that can affect 
review helpfulness and applied SVM to predict review helpfulness. The results 
showed that combining star ratings-related features with others improved the 
model prediction performance. Mauro, Ardissono, and Petrone (2021) applied 
RF and SVM to analyze the impact of star ratings, review length, and polarity 
deviation on review helpfulness. The results indicated that even though the 
polarity deviation is less important than star ratings, review length, and 
unigram, they clearly improved review helpfulness prediction performance. 
Additionally, several studies set star ratings as a moderating variable that 
affects the relationship between review texts and helpfulness. Malik and 
Hussain (2017) proposed a deep neural network (DNN) model that utilized 
star ratings as a visibility feature to improve the prediction performance. In 
previous studies, scholars also utilized the extreme star rating information. 
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Many studies have indicated that extreme star ratings are more helpful than 
moderate star ratings (Cao, Duan, and Gan 2011; Ghose and Ipeirotis 2007). 
Korfiatis, García-Bariocanal, and Sánchez-Alonso (2012) applied extreme star 
ratings to Tobit regression, and the results showed that reviews with higher 
star ratings had a more significant impact on review helpfulness than other 
star ratings. Although such studies utilized review text and star rating infor-
mation to predict review helpfulness, the consistency of review texts and star 
ratings also affects review helpfulness (Schlosser 2011). Since review texts and 
star ratings are information written by the same consumer based on their own 
experience, considering the consistency of information is necessary (Hazarika, 
Chen, and Razi 2021).

Some studies applied CNN model to capture the interaction between review 
text and star rating information. Qu, Li, and Rose (2018) proposed combina-
tion method (CM) model to improve CNN’s review helpfulness prediction 
performance. They treated star ratings as the last word of review texts. 
Therefore, the CM model combined review text and star rating information 
into a feature vector to capture the interaction through convolution and max- 
pooling layers. However, such a model has limitations: (1) Star ratings only 
interact with the last few words. (2) Star ratings face information loss problem 
in the max-pooling layer. Therefore, such limitations cause limited represen-
tation capacity of learned interaction. Fan et al. (2018) proposed multi-task 
neural learning (MTNL) model for review helpfulness prediction and star 
rating prediction tasks. The star rating prediction aims to avoid overfitting 
to improve review helpfulness prediction performance. However, such a study 
predicts review helpfulness by assuming customers are unaware of star rating 
information when voting for reviews, which is unconventional. Du et al. 
(2020) proposed text – rating interaction (TRI) model to learn the interaction. 
Such a model utilized the element-wise operation to capture the linear rela-
tionship-based interaction between review text and star rating information. 
However, the linear interaction captured by the element-wise operation can-
not represent the complex interaction structure between review text and star 
rating information. Thus, such a study also causes limited representation 
capacity of interaction. Liu, Yuan, and Ma (2022) proposed a recommender 
system that performs multi-task learning of review helpfulness and star rating 
prediction. The learning process can be seen as learning implicit interaction 
between review text and star rating information to improve prediction per-
formance. However, the limitation of such a model is similar to that of the 
MTNL model, which assumes customers vote for reviews unaware of star 
rating information.

The CNN-TRI model proposed in this study independently embeds review 
text and star rating information and converts it into a high-dimensional 
feature vector. Therefore, the CNN-TRI model can address the star rating 
information loss problems and enlarge the representation capacity. To address 
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the limited representation capacity of interaction, the CNN-TRI model utilizes 
the element-wise operation and MLP to extract the linear and nonlinear 
interactions between review text and star rating information.

CNN-TRI Framework

This study proposes the CNN-TRI model that predicts review helpfulness 
based on the interactions between review text and star rating information. 
As Figure 1 shows, the CNN-TRI model consists of 3 parts: Review Text 
Encoder (RTE), Star Rating Encoder (SRE), and Text-Rating Interaction 
(TRI). The RTE and SRE are applied to extract features contained in the 
review text and star rating information, and the TRI is applied to learn the 
interactions between review text and star rating information. The RTE applies 
a multi-channel CNN model to extract semantic features contained in review 
text information and convert semantic features into a feature vector. The SRE 
converts star rating features into a high-dimensional vector instead of utilizing 
raw ratings. Such a methodology can enlarge the representation capacity of 
star rating information compared to utilizing raw ratings. The TRI learns the 
interaction through the feature vectors output from RTE and SRE for predict-
ing review helpfulness. First, the TRI extracts the linear and nonlinear inter-
actions by utilizing the element-wise operation and MLP. Second, the TRI 
combines linear and nonlinear interaction feature vectors to obtain an overall 
interaction feature vector. Finally, the TRI predicts review helpfulness based 
on the overall interaction feature vector.

Figure 1. A proposed CNN-TRI Framework.
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In this study, each review d contains 4 attributions [s; r; c; l], where s denotes 
review text information, r denotes star rating information, c denotes help-
fulness score calculated by the ratio of helpful votes to the total number of 
votes and l denotes review helpfulness label for review helpfulness classifica-
tion (Krishnamoorthy 2015; Malik and Hussain 2017). This study approached 
review helpfulness prediction as a binary classification problem to classify 
helpful and unhelpful reviews. The CNN-TRI model predicts review help-
fulness score c based on the information s and r. The l is labeled as 
“1”(Helpful) or “0”(Unhelpful) by comparing c and a helpfulness threshold 
θ as: 

l ¼ 1; if c � θ
0; if c< θ

�

(1) 

Review Text Encoder

The RTE applies a multi-channel CNN model that has illustrated excellent 
performance in NLP tasks (van Dinter, Catal, and Tekinerdogan 2021). The 
multi-channel CNN model can extract semantic features contained in the 
review text information through the convolution layer. Since multi-channel 
CNN model applies multiple filters of different sizes on the same layer, it can 
extract various lengths of semantic features compared to the single-channel 
CNN model.

Let a review text s ¼ x1; x2; . . . ; xNf g be a sequence of N tokenized words. 
This study first converts each word in the review texts into a vector through 
the word embedding layer. This study applies word embedding f : xi 2 RD for 
each word xi, where D denotes the dimension of the embedded word vector, 
then each word is represented as a dense vector. Therefore, a review text s can 
be represented by an embedding matrix X 2 RN�D. Next to the word embed-
ding layer, a convolution layer applies multiple filters of different sizes to 
extract semantic features contained in the embedding matrix X. Let Wj be 
a filter with a sliding window to perform the convolution operation. Here, 
Wj 2 RK�D denotes the kernel size is K � D. Following Li et al. (2021), 
a specific semantic feature cj is generated as: 

cj ¼ reluðX �Wj þ bJÞ (2) 

Here, * denotes the convolution operation and bj denotes the convolution 
bias. Since the relu activation function has no gradient vanishing problem and 
the computational complexity of relu is much less than sigmoid and tanh, this 
study utilized the relu as the activation function (Liu, Yuan, and Ma 2022). The 
relu activation function is defined as: 

e2166226-134 X. LI ET AL.



reluðxÞ ¼ maxð0; xÞ (3) 

The max-pooling layer utilizes the maximum pool operation to take the 
maximum value of the feature map for obtaining the main semantic feature. 
Following Du et al. (2021), the maximum pool operation is defined as: 

oj ¼ maxð½c1; c2; . . . ; cN� Kþ1�Þ (4) 

The CNN-TRI model utilizes m multiple filters to obtain m maximum 
feature values. Following Liu, Yuan, and Ma (2022), semantic features con-
tained in the review text information are defined as a fixed-size vector O by: 

O ¼ ½o1; o2; . . . ; om� (5) 

The CNN-TRI model utilizes the element-wise operation to extract the 
linear interaction between review text and star rating information. Thus, this 
study needs to convert feature vectors of the review text and star rating 
information into the same dimension. Such a methodology can prevent bias 
against the specific interaction and ensure both interactions play the equiva-
lent role in review helpfulness prediction. Following He et al. (2017), this study 
adds the hidden layers to the output feature vector to generate dimensionally 
reduced feature vector O0 as: 

ϕOðOÞ ¼ reluðWOOþ bOÞ;

. . . . . .

O0 ¼ ϕOL
ðOLÞ ¼ reluðWOL

OL þ bOLÞ

(6) 

Here, ;ox , WOx, and bOx denote the mapping function, weight matrix, and 
bias of the x-th layer’s perceptron.

Star Rating Encoder

The SRE converts star rating information into a high-dimensional feature 
vector to enlarge the representation capacity of the star rating information. 
Similar to the embedding process of RTE, this study applies star rating 
embedding f : ri 2 RK for each star rating ri. The range of star rating informa-
tion is 1 to K that representing consumer evaluation of a specific product. To 
enlarge the representation capacity of star rating information, this study maps 
the star rating information to an M-dimensional feature vector. Therefore, 
a star rating r can be represented by an embedding matrix E 2 RM�K . The 
representation capacity of the star rating feature vector is M times larger than 
raw ratings. Additionally, since such a methodology can suppress the noise of 
raw ratings distributed into individual dimensions, it has strong robustness. 
Finally, this study converts the star rating feature vector into the same dimen-
sion as the review text feature vector by: 
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E0 ¼ reluðWE Eþ bEÞ (7) 

Here, E0, WOx, and bOx denote the dimensionally reduced star rating feature 
vector, weight matrix, and bias. Although review text and star rating informa-
tion are represented with different feature vectors, both are written by the 
same consumer based on their own experience. Therefore, the methodology of 
converting review text and star rating information into the same dimension is 
effective.

Text-Rating Interaction

The TRI learns the linear and nonlinear interactions between feature vectors 
output from the RTE and SRE to predict review helpfulness. The TRI utilizes 
the element-wise operation to extract linear interaction. Since the element- 
wise operation has a small number of parameters and a fast training speed, it is 
widely utilized to extract interaction between information Quan et al. (2022). 
The linear interaction feature vector h is defined as: 

h ¼ E0 � O0 (8) 

Here, � denotes the element-wise operation. Meanwhile, the TRI conca-
tenates the review text and star rating feature vectors and applies the MLP to 
extract nonlinear interaction. He et al. (2017) proposed a methodology that 
indicates the MLP can extract complex interactions between latent features 
contained in the information. Thus, the TRI first concatenates the feature 
vectors as: 

h0 ¼ O0 � R0 (9) 

Here, � and h0denote the concatenation operation and concatenated 
feature vector. However, such a simple concatenated feature vector does not 
consider any interactions between review text and star rating latent features. 
Therefore, the concatenated vector h0cannot represent the nonlinear interac-
tion between review text and star rating information. To extract the nonlinear 
interaction, the TRI applies MLP to the concatenated vector as: 

ϕh0 ðh
0Þ ¼ reluðWh0h0 þ bh0 Þ;

. . . . . .

Th0 ¼ ϕh0Lðh
0
h0LÞ ¼ reluðWh0L h0L þ bh0 LÞ

(10) 

Here, Th0 denotes the extracted nonlinear interaction vector. Similar to the 
embedding process of review text and star rating information, the TRI set Th0

with the same dimension as h. Such a methodology can ensure linear and 
nonlinear interaction vectors play the equivalent representation capacity for 
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review helpfulness prediction. Finally, the overall interaction feature vector h 
is defined as: 

H ¼ h� Th0 (11) 

This study extracts the overall interaction by concatenating the linear and 
nonlinear interaction feature vectors. Following Li et al. (2021), the overall 
interaction is utilized for review helpfulness prediction as: 

y^ ¼ sigmoidðWH � H þ bHÞ (12) 

Here, the sigmoid activation function is utilized to classify the review help-
fulness label based on the predicted review helpfulness score. Additionally, this 
study utilizes a cross-entropy minimization to minimize the error between the 
predicted and actual review helpfulness label. Such a methodology is widely 
utilized for binary classification. Following Filieri and Mariani (2021), the 
training process of CNN-TRI is defined as: 

L ¼ �
XN

i¼1
ðyi logðyi

^
Þ þ ð1 � yiÞ logð1 � yi

^
ÞÞ (13) 

Here, byi and ̂y denote the predicted and actual review helpfulness labels of N 
training samples. In the learning process, this study utilized the Adaptive 
Moment Estimation (Adam) methodology to update the parameters of CNN- 
TRI. The Adam methodology is faster than the Stochastic Gradient Descent 
(SGD) and can effectively obtain the optimal learning rate value (Kingma and 
Ba 2014).

Experiments

Dataset

This study utilizes the public Amazon 5-Core dataset to evaluate the perfor-
mance of the proposed mechanism. The original dataset collected between 
May 1996 and July 2014 (He and McAuley 2016). Amazon is the largest 
e-commerce platform, which consists of various domains and covers amounts 
of online reviews written by customers. Since the customers of Amazon have 
actively traded various products, it has accumulated amount of data to over-
come the information sparsity problem. Additionally, since collected online 
reviews include customer evaluation of the specific product, it is widely 
utilized in review helpfulness prediction tasks (Ghose and Ipeirotis 2010; 
Kim et al. 2006; Malik and Hussain 2018). This study utilizes the Amazon 
Books dataset, which contains 8,898,041 reviews from 603,668 customers on 
367,928 products. Book datasets are a popular domain adopted in several 
studies, enabling a fair comparison with previous studies (Du et al. 2020; 
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Qu, Li, and Rose 2018). The Amazon Books dataset contains many online 
reviews, and it can be seen as a typical dataset of Amazon datasets. Table 1 
shows an example review of the Book Datasets. The experimental dataset 
includes various information such as customer ID, product ID, helpfulness 
vote information, numerical star rating, review time, review title, and review 
text. This study mainly utilizes the review text, star rating, and review help-
fulness information.

Figure 2 demonstrates the distribution of review helpfulness votes. Overall, 
the number of helpfulness votes in most reviews is between 1 and 10. Previous 
studies argued that there is a word of few mouths (WOFM) phenomenon in 
review helpfulness vote, which means few customers vote on most reviews 
(Roy, Datta, and Mukherjee 2019; Zhang, Tran, and Mao 2012). This study 
filters reviews that receive more than 10 votes of helpfulness to prevent 

Table 1. An example review of the amazon book dataset.
Attribute Value

Reviewer ID A2PK3NTC9RMEF4
Product ID 1894063171
Total number of 

votes
20

Number of helpful 
votes

18

Star rating 2
Review time 03, 11, 2009
Review title Disappointing
Review text There are eleven stories in this “grimoire;” stories where Holmes encounters crimes and/or 

events beyond the usual scope of the rational detective. Some are good, some are not . . .

Figure 2. Review helpfulness vote distribution.
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WOFM bias according to the strategies of previous studies (Tay, Zhang, and 
Karimi 2020). Since this study utilizes the CNN model to extract semantic 
features contained in the review text information, the review length as 
a parameter affects the model performance (Kiran, Kumar, and Bhasker  
2020). Figure 3 demonstrates the distribution of review length and indicates 
the length of most reviews is less than 100. As shown in Table 2, the maximum 
length of overall reviews is 17 times longer than 90% of the rest, indicating 
a review length bias. To accelerate the model training process, this study 
utilizes 90% of the rest reviews as the maximum length to conduct the 
model training process effectively.

To improve model helpfulness prediction performance, this study adopts 
the NLTK (Natural Language Toolkit) package to perform review text pre-
processing. The process of review text preprocessing is summarized as follows: 
(1) This study removed space and non-English reviews. (2) The dataset size is 
reduced by unifying upper-case and lower-case letters. (3) This study removed 
stopwords such as “is,” “the,” and “an,” and special characters. (4) This study 

Figure 3. Review length distribution.

Table 2. Review length difference.
Review Length

100% (Maximum) 6,154
90% 358
Multiples 17.19
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adopted Stemming and Lemmatizing methodology to unify the words of the 
review texts.

Following the previous study strategy, preprocessed reviews are labeled as 
follows. This study labeled it as helpful if the ratio of helpful votes to total votes 
is more than 60% and labeled it as unhelpful otherwise (Mitra and Jenamani  
2021; Yang, Yao, and Qazi 2020). This study also randomly sampled the same 
number of 180,000 reviews for each label to prevent prediction bias.

Evaluation Criteria

This study approached review helpfulness prediction as a binary classification 
problem (Li et al. 2021; Park et al. 2012). Therefore, this study utilized 
Accuracy, Precision, Recall, and F1-Score as evaluation criteria to evaluate 
review helpfulness prediction performance. Accuracy is the most commonly 
utilized evaluation criteria for prediction performance that represent the ratio 
of accurate classification results to overall classification results. Precision 
represents the ratio of the actual helpful reviews to the classified helpful 
reviews. Recall represents the ratio of classified helpful reviews to actual help-
ful reviews. F1-Score represents the balance weight average of the Precision 
and Recall values. The Accuracy, Precision, Recall, and F1-Score are defined in 
Equation 14-Equation 17 as follows: 

Accuracy ¼
TPþ TN

TP þ FN þ TN þ FP
(14) 

Precision ¼
TP

TP þ FP
(15) 

Recall ¼
TP

TP þ FN
(16) 

F1 � Score ¼
2� Precision� Recall

Precisionþ Recall
(17) 

Baselines Methodologies

To compare the proposed mechanism performance, this study has adopted 
deep learning methods (e.g., CM and CNN) and traditional machine learning 
methods (e.g., SVM and NB), which are utilized widely in review helpfulness 
prediction tasks. This study also constructed nonlinear and linear interaction 
models between review text and star ratings, respectively, and compared them 
with the proposed mechanism. The baseline methods applied in this study are 
as follows:
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● CNN (LeCun et al. 1998): CNN has illustrated excellent performance in 
image processing and NLP tasks, and recent studies have employed CNN 
to extract semantic features for review helpfulness prediction. For a fair 
comparison, this study utilized the multi-channel CNN model consistent 
with the CNN-TRI to compare the performance.

● CM (Qu, Li, and Rose 2018): The CM model improves prediction per-
formance, which treats the star ratings as the last word of the review texts. 
Such a study is the first to combine review text and star rating information 
for review helpfulness prediction, which learns the interaction through 
convolution and max-pooling layers.

● TRI (Du et al. 2020): The TRI model is proposed to avoid information 
loss problems to improve review helpfulness prediction performance. 
Such a study independently embeds review text and star rating informa-
tion and utilizes the element-wise operation to learn the interaction.

● SVM (Yang, Yang, and Wang 2009): The SVM model aims to maximize 
the input margin to classify the data’s label. Therefore, previous studies 
employed SVM to classify review helpfulness through the features con-
tained in the reviews. Although such a model is efficient in geometry, it 
has limitations in analyzing feature distribution, outliers, and influential 
points.

● NB (Mohammad, Alwada‘n, and Al-Momani 2016): The NB model 
classifies with probability by assuming the specific feature in a class is 
unrelated to the other features. Since NB has a simple structure and 
excellent classification performance that has utilized to classify review 
helpfulness. However, it still has limitations in the zero-frequency pro-
blem, which assigns zero probability to a categorical variable.

Training and Hyperparameters

In the experiment, this study set the ratio of the training and test set as 8:2. 
Meanwhile, this study utilized the 20% of the training set as the validation set 
to avoid overfitting in the training process. Next, this study would introduce 
the detailed setting of the training process. This study utilized the Adam 
methodology as the optimizer for the deep learning-based models. Since this 
study approached the review helpfulness prediction as a binary classification 
problem, this study utilized cross-entropy as the loss function. Additionally, 
this study utilized the early stopping method to address the problem of 
selecting an appropriate number of epochs. This study set the value of the 
early stopping method as 10 epochs, which means the training process would 
stop when the validation loss is no longer decreasing in 10 epochs (Du et al.  
2021). Finally, this study conducted the experiments five times and reported 
the mean and the standard deviation of model performance. Additionally, this 
study determined the parameters of the CNN-TRI proposed in this study by 
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conducting various experiments as shown in Tables 3–5. Since the CNN-TRI 
applies the multi-channel CNN model to extract semantic features contained 
in the review text information, the parameters of word embedding dimension, 
dropout rate, and vocabulary size affect the CNN-TRI model performance. 
Therefore, this study selects the word embedding dimension, dropout rate, 
and vocabulary size as the representative parameters. This study obtained the 
optimal values of the word embedding dimension from 100 to 500, the 
dropout rate from 0.1 to 0.9, and the vocabulary size from [90131, 90000, 
80000, 70000, 60000, 50000, 40,000, 30000, 20000, 10000]. According to the 
experimental results, when the word embedding dimension is 300, the dropout 
rate is 0.4, and the vocabulary size is 40000, the CNN-TRI model shows the 
best performance. For the other parameters of CNN-TRI, this study set the 
parameters according to previous studies (Khan and Niu 2021; Kim 2014; 
Saumya, Singh, and Dwivedi 2020). Such studies applied the CNN model to 
NLP task and showed superior prediction performance. Therefore, according 
to previous studies, this study utilized three different kernel sizes of 3, 4, and 5 
to extract multiple lengths of semantic features. Additionally, this study set the 
feature map size as 100 and the batch size as 256. In this study, the experi-
mental program was written in Python 3.6, which utilized the TensorFlow of 
version 2.4.0. Meanwhile, the experiments were conducted in an environment 
with CPU Intel Core i9-11900F, 128 G of memory, and double GeForce RTX 
3080 Ti.

Results

Impact of Word Embedding Dimension

To show the best prediction performance of the CNN-TRI model proposed in 
this study, this study conducted various experiments to determine the optimal 
values of the parameters. In this study, the word embedding dimension, 
dropout rate, and vocabulary size were selected as representative parameters 
of the CNN-TRI model. This study first conducts fine-tuning to the word 
embedding dimension. Since this study applied the multi-channel CNN model 
to extract semantic features contained in the review text information, the 
prediction performance of the CNN-TRI changes with the word embedding 
dimension. The word embedding dimension denotes the size of the vector in 

Table 3. Results on Affect Word Embedding Dimension on Performance.
Word Embedding Dimension Accuracy ± SD Precision ± SD Recall ± SD F1-Score ± SD

100 0.692 ± 0.002 0.679 ± 0.028 0.731 ± 0.013 0.704 ± 0.012
200 0.683 ± 0.005 0.678 ± 0.013 0.701 ± 0.034 0.688 ± 0.011
300 0.719 ± 0.800 0.709 ± 0.010 0.743 ± 0.027 0.725 ± 0.012
400 0.699 ± 0.009 0.686 ± 0.016 0.737 ± 0.027 0.710 ± 0.009
500 0.697 ± 0.016 0.676 ± 0.018 0.759 ± 0.017 0.715 ± 0.011

Note: SD (Standard Deviation)
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the word embedding layer. This study can represents each word as a fixed- 
length vector and then group semantically similar words (Bengio, Ducharme, 
and Vincent 2000). Therefore, this study evaluated the CNN-TRI model 
performance according to the word embedding dimension from 100 to 500, 
as shown in Table 3.

This study compared model prediction performance mainly based on the 
Accuracy and F1-Score. With the increase of the word embedding dimension, 
the performance decreased at the beginning. However, when the value of the 
word embedding dimension is 300, the model performance increases to the 
best performance with an Accuracy of 0.719 and an F1-Score of 0.719, then 
decrease. Such a result indicates the parameter of the word embedding dimen-
sion affects the performance of CNN-TRI. When the word embedding dimen-
sion is 100 or 200, CNN-TRI cannot group semantically similar words 
effectively. Meanwhile, when the word embedding dimension is 400 or 500, 
it causes unnecessary noise of review text to the learning process. However, 
when the word embedding size is 300, the CNN-TRI model can group 
semantically similar words effectively and show the best prediction 
performance.

Impact of Dropout Rate

Next, this study conducted fine-tuning to the dropout rate. The dropout is 
a regularization methodology to address overfitting problem in the training 
process (Wu and Gu 2015). Meanwhile, the dropout rate means randomly 
dropping out units according to a specific probability in the fully connected 
layer. As shown in Table 4, this study evaluated the CNN-TRI model perfor-
mance according to the dropout rate from 0.1 to 0.9.

The CNN-TRI model performance changes with the increase in the dropout 
rate. When the dropout rate is 0.4, the CNN-TRI model shows the best 
performance with an Accuracy of 0.720 and an F1-Score of 0.725. Such 
a result indicates when this study set the dropout rate as 0.4, the CNN-TRI 
model can avoid the overfitting problem effectively.

Table 4. Results on Affect Dropout Rate on Performance.
Dropout Rate Accuracy ± SD Precision ± SD Recall ± SD F1-Score ± SD

0.1 0.696 ± 0.009 0.703 ± 0.017 0.682 ± 0.049 0.691 ± 0.019
0.2 0.714 ± 0.009 0.706 ± 0.019 0.737 ± 0.037 0.720 ± 0.011
0.3 0.698 ± 0.013 0.683 ± 0.014 0.741 ± 0.017 0.710 ± 0.012
0.4 0.720 ± 0.004 0.712 ± 0.017 0.741 ± 0.034 0.725 ± 0.008
0.5 0.715 ± 0.005 0.708 ± 0.024 0.739 ± 0.053 0.721 ± 0.013
0.6 0.716 ± 0.016 0.736 ± 0.025 0.681 ± 0.077 0.704 ± 0.035
0.7 0.711 ± 0.027 0.704 ± 0.026 0.727 ± 0.039 0.715 ± 0.029
0.8 0.701 ± 0.010 0.699 ± 0.012 0.705 ± 0.736 0.702 ± 0.009
0.9 0.702 ± 0.004 0.709 ± 0.007 0.686 ± 0.016 0.697 ± 0.006

Note: SD (Standard Deviation)
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Impact of Vocabulary Size

Finally, this study conducted fine-tuning to the vocabulary size. The vocabu-
lary size denotes the number of words this study utilizes in the word embed-
ding layer. With the increase in the number of words, the review length gets 
longer, which affects the speed of the training process and prediction perfor-
mance. Therefore, the methodology that utilizes the overall number of words 
as vocabulary size is ineffective. To obtain optimal vocabulary size, this study 
evaluated the CNN-TRI model performance according to the vocabulary size 
from 90,131 to 10,000 as shown in Table 5. This study started with the 
maximum number of words and repeated for every 10,000 words according 
to the occurrence frequency.

The CNN-TRI model performance changes with the decrease in the voca-
bulary size. When the vocabulary size is 4000, the CNN-TRI model shows the 
best performance with an Accuracy of 0.726 and an F1-Score of 0.733. Such 
a result indicates when utilizing 40,000 most frequently occurring words, the 
CNN-TRI model can show the best prediction performance. Meanwhile, such 
a methodology can also accelerate the model training process. Since the deep 
learning-based models such as TRI, CM, and CNN applied similar CNN in 
review helpfulness prediction, this study utilized fine-tuned parameters to the 
state-of-the-art.

Comparison with Baseline Methodologies

This study utilized the fine-tuned parameters to compare the model prediction 
performance with the state-of-the-art, as shown in Figure 4. The results 
showed the CNN-TRI outperforms the state-of-the-art. Such a result indicates 
the methodology that predicts review helpfulness based on the linear and 
nonlinear interactions between review text and star rating information can 
improve the review helpfulness prediction performance.

More specifically, this study reported the improvement in prediction per-
formance, as shown in Table 6. Compared to the current best benchmark TRI, 

Table 5. Results on Affect Vocabulary Size on Performance.
Vocabulary Size Accuracy ± SD Precision ± SD Recall ± SD F1-Score ± SD

90131 
(Maximum)

0.710 ± 0.021 0.714 ± 0.020 0.701 ± 0.026 0.707 ± 0.022

90000 0.716 ± 0.018 0.712 ± 0.021 0.726 ± 0.013 0.719 ± 0.015
80000 0.712 ± 0.022 0.702 ± 0.022 0.736 ± 0.028 0.719 ± 0.022
70000 0.706 ± 0.011 0.707 ± 0.017 0.707 ± 0.026 0.707 ± 0.012
60000 0.715 ± 0.008 0.719 ± 0.013 0.708 ± 0.025 0.713 ± 0.011
50000 0.720 ± 0.007 0.717 ± 0.010 0.729 ± 0.037 0.722 ± 0.014
40000 0.726 ± 0.008 0.711 ± 0.017 0.758 ± 0.028 0.733 ± 0.007
30000 0.718 ± 0.015 0.714 ± 0.008 0.725 ± 0.038 0.719 ± 0.021
20000 0.710 ± 0.013 0.708 ± 0.016 0.715 ± 0.030 0.711 ± 0.016
10000 0.721 ± 0.015 0.728 ± 0.014 0.706 ± 0.039 0.716 ± 0.024

Note: SD (Standard Deviation)
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CNN-TRI improved Accuracy by 2.912%, and F1-Score by 4.05%. Compared 
to the CM that treats star ratings as the last word of review texts, CNN-TRI 
improved Accuracy by 4.632% and F1-Score by 4.906%. Compared to the basic 
CNN, CNN-TRI improved Accuracy by 7.553% and F1-Score by 7.354%. 
Compared to the traditional machine learning models SVM and NB, CNN- 
TRI improved Accuracy by 15.346% and 25.608%, respectively, and F1-Score 
by 13.735% and 57.75%, respectively. Such results indicate that the overall 
interaction feature vector obtained by combining linear and nonlinear inter-
actions can effectively learn the interaction information to improve review 
helpfulness prediction performance.

The results of the study are as follows: (1) The methodology of indepen-
dently embedding review text and star rating information (CNN-TRI and 
TRI) outperforms treating star ratings as the last word of review texts (CM). 
It indicates that CM significantly creates problems of information loss and 
limited prediction performance. (2) The methodology of utilizing review text 
and star rating information outperforms only utilizing the review texts (CNN). 
It indicates the significance of the methodology that utilizes the review text 
and star rating information in the review helpfulness prediction task. 
Specifically, this study can confirm the consistency of review text and star 
rating information does affect review helpfulness. (3) The methodology of 
applying deep neural networks outperforms traditional machine learning 

Figure 4. Comparison of CNN-TRI and Benchmarks.

Table 6. Performance Comparison with Benchmarks.
Model Accuracy Percentage Change F1-Score Percentage Change

TRI 0.705 +2.912% 0.704 +4.05%
CM 0.693 +4.632% 0.699 +4.906%
CNN 0.675 +7.553% 0.683 +7.354%
SVM 0.629 +15.346% 0.644 +13.735%
NB 0.578 +25.608% 0.437 +57.75%
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(SVM and NB). Since deep neural networks consist of multiple hidden layers, 
such a methodology can utilize more advanced operations, or multiple activa-
tions, in one neuron, as compared to the traditional machine learning model 
(Janiesch, Zschech, and Heinrich 2021). Meanwhile, it can extract latent 
semantic features contained in the review text information to improve pre-
diction performance. Therefore, as the results show, deep neural network- 
based models can provide superior prediction performance. In addition, this 
study also found that the prediction performance of SVM outperforms NB. 
Since SVM generalizes positively in high dimensional spaces, it can provide 
better performance than simple probability-based NB. Overall, the proposed 
CNN-TRI demonstrates the best performance when compared to the state-of- 
the-art. It demonstrates the correctness of our ideas and proves the effective-
ness of combining linear and nonlinear interactions between review text and 
star ratings in the review helpfulness prediction task.

Discussion and Conclusion

Conclusions

With the development of e-commerce, online reviews, which play an essential 
role in customers’ purchasing decisions, are becoming more critical. However, 
as the number of online reviews increases, customers have difficulty exploring 
the information they need to make purchase decisions. To address informa-
tion overload problems, online e-commerce websites provide review help-
fulness voting services to help consumers make purchasing decisions. 
However, reviews written a long time ago can receive many votes due to 
a large number of exposures. In contrast, reviews written recently have 
a problem of relatively small or missing votes due to a small number of 
exposures to consumers. To compensate for these problems, it is essential to 
automatically predict and provide customized online reviews to customers 
that help them make purchasing decisions. This study has proposed a CNN- 
TRI mechanism that effectively learns the interaction between online review 
text and star ratings to explore and provide reviews needed for customer 
purchase decisions. This study also evaluated the proposed mechanism utiliz-
ing Amazon online reviews and confirmed that it outperforms the state-of-art 
methodologies. The experimental result in Table 6 shows the proposed CNN- 
TRI mechanism improves by 2.912% to 7.553% on Accuracy and improves by 
4.05% to 7.354% on F1-Score compared to the deep neural network-based 
review helpfulness prediction models. Such a result demonstrates proposed 
CNN-TRI mechanism can provide superior review helpfulness prediction 
performance to address information overload problems by recommending 
helpful reviews for customers.
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Theoretical Implications

This study’s results provide the following theoretical contributions. First, 
it fills a gap in current research regarding effectively utilizing the consis-
tency of review text and star rating information in review helpfulness 
prediction. The results in Figure 4 and Table 6 demonstrate such 
a consistency significantly affects review helpfulness prediction perfor-
mance. Specifically, customers prefer reviews that have consistent infor-
mation when making purchase decisions by referring to online reviews 
(Huang et al. 2015). This indicates that consistent reviews help reduce the 
uncertainty surrounding the review’s content. Therefore, e-commerce 
websites should introduce a similar review helpfulness prediction system 
to explore helpful reviews for customers. Since the proposed mechanism 
was built with an end-to-end structure, it can automatically explore help-
ful reviews. Thus, this study can effectively solve information overload 
problems and recommend customized reviews to customers.

Second, this study addresses the limitation of the star rating information loss 
problem in previous studies. Although several studies have introduced the con-
sistency of review text and star rating information in review helpfulness prediction, 
there still exist limitations in star rating representation capacity. Such studies 
primarily utilize star rating information as a scalar, which limits its representation 
capacity. Although Qu, Li, and Rose (2018) address star ratings as the last word of 
review texts in the embedding process to enlarge representation capacity, this 
encounters information loss problems in the convolution and max-pooling layers. 
Therefore, this study embedded review text and star rating information indepen-
dently to avoid information loss and convert them into high-dimensional feature 
vectors to enlarge representation capacity.

Third, this study addressed the limitation of learning review text-star rating 
interaction. Previous studies predicted review helpfulness based on simple linear 
interaction between review text and star ratings. Since such a mechanism disables 
to capture interaction effectively, it causes limited review helpfulness prediction 
performance. Therefore, this study additionally applies MLP to capture nonlinear 
interaction and combine linear interaction to improve prediction performance. 
The results shows that the proposed mechanism outperforms the state-of-the-art, 
demonstrating the efficiency of this study.

Practical Implications

The practical implications of this study can be summarized as follows. First, this 
study helps e-commerce websites to identify the reviews that customers perceive as 
helpful and focus on the content of those to attract customers. Such helpful reviews 
often contain richer information than others, which are typically a customer’s 
opinions on specific products. As many customers are concerned about 
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sustainability and corporate social responsibility, the sellers can use the opinions of 
customers to improve the quality of the products and increase customer satisfac-
tion, resulting in an effective marketing strategy to create a positive business image.

Second, e-commerce websites can apply the proposed methodology to 
minimize potential customers’ search costs. Through the prediction mechan-
ism, e-commerce websites can recognize helpful reviews when customers write 
to attract information-seeking customers. Such a friendly automated predic-
tion and recommendation system can enhance customers’ attitudes and pur-
chase decision-making based on the prediction mechanism. Moreover, 
providing rewards, such as coupons, to customers who write helpful reviews 
can stimulate customers to repeat the behavior and write more helpful reviews, 
which increases the quality of reviews for the products.

Limitations and Future Research

Although the proposed mechanism outperforms the state-of-the-art, there are 
several limitations. First, since this study has utilized a single domain dataset to 
evaluate the model prediction performance, conducting a comparison with multi-
ple domain datasets could reinforce this study’s findings. Moreover, many studies 
built the integrated dataset from multiple domains to evaluate the model perfor-
mance. Therefore, future research could to compare the review helpfulness pre-
diction performance in multi-domains. Second, many studies have applied the 
attention mechanism in prediction tasks and demonstrated excellent performance. 
This study predicted review helpfulness based on linear and nonlinear interactions 
between review text and star ratings. However, the attention mechanism was built 
with a more sophisticated structure that can extract latent features and directly 
compute the attention scores to learn the expressive multimodal features (Han 
et al. 2022). Therefore, future research could apply a mechanism to verify whether 
it can improve review helpfulness prediction performance. Finally, this study 
aimed to predict helpful reviews to recommend to customers automatically. 
However, it did not formulate the criteria to recommend helpful customer reviews. 
The methodology of recommending reviews according to the helpfulness score 
creates a problem that reviews with a high helpfulness score to obtain more votes, 
and reviews with a low helpfulness score are likely not recommended to customers. 
Therefore, future research of this study could propose a methodology to address 
such a problem.
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