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Abstract
The field of optical 3D metrology is gaining significant interest in the past years. Optical sensors
can probe the geometry of workpieces and biological samples very fast, highly accurate and
without any tactile physical contact to the object’s surface. In this respect, optical sensors are a
pre-requisite for many applications in the big trends like Industrial Internet of Things, Industry
4.0 or Medicine 4.0. The interest for optical 3D metrology is shifting from a metrology for
quality assurance in industrial production to “digitize the real world” to facilitate a precise
digital representation of an object or an environment for documentation or as input data for
virtual applications like digital fab or augmented reality. The aspiration to digitize the world
necessitates fast and efficient contact free sensing principles of appropriate accuracy for solid
and even soft objects with a variety of colour, surface texture and lighting conditions. This
review article tries to give a concise conceptual overview about the evolution of a broad variety
of optical measurement principles that evolved and gained some importance in the field of 3D
metrology for industrial 3D applications and their related technological enablers.

Keywords: 3D metrology, optical sensor, laser sensors, telecentric imaging, phase retrieval,
digital calibration certificate, quality of sensing / data / information

(Some figures may appear in colour only in the online journal)

1. Introduction, general aspects for optical
metrology

Many different optical measurement technologies were
developed in the past years and decades. Figure 1 gives a
coarse overview of the portfolio of technologies and base
concepts being available in metrology products for industrial
metrology applications today (see figure 1).

Original content from this workmay be used under the terms
of the Creative Commons Attribution 4.0 licence. Any fur-

ther distribution of this work must maintain attribution to the author(s) and the
title of the work, journal citation and DOI.

Onemajor driver was to overcome the challenge to measure
three dimensions precisely with a sensor or sensor array lim-
ited to maximally two lateral dimensions. The technologies
range from single point measurements to systems with line
sensor to measurement systems equipped with 2D image
sensors for capturing geometric object information in three
dimensions.

This review is focused on a selection of technologies to
measure technical objects in various size ranges from micro-
metre to meters in lateral scale and accuracies from mm down
to sub micrometre for some sensors. The selection of sensing
concepts covered in this article can by far not be complete and
exhaustive. It is oriented on typical metrological applications
for industrial production and routine inspection applications
and guided by the different technologies typically employed.
This paper follows to some extent the evolution of significant
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Figure 1. Conceptual and structural overview on the variety of optical one-dimensional to three-dimensional measurement technologies for
industrial metrology application. Technologies printed in italics are covered in this article in more detail.

improvements and basic conceptual innovations of the differ-
ent sensing principles over time. All technologies discussed in
more detail in this review are printed in italics in figure 1. In
the final section, some outlook on recently launched camera
sensors may inspire passionate readers on how these sensors
might improve the capabilities of the sensor systems described
in the preceding sections even further. The later chapters of
the middle section address some newer sensor types making
intense use of a combination of physical sensors and a ded-
icated mathematical evaluation of the sensor’s raw data to
gain 3D metrological data. The last section also gives some
outlook on the changes and opportunities we face, when the
whole calibration chain gets digitized and digital calibration
certificates (DCCs [1–3]) replace self-contained paper or pdf
documents with calibration information. Finally, the concept
of quality of sensing (QoS) and quality of data (QoD) gets
introduced in order to convey further information related to
the measurement or the data not directly impacting the meas-

urement result and its uncertainty. Since this concept of these

measurement related quality figures QoX is still evolving, it
may change over time. The applicational aspects of the next
section and the functional principles of the various sensor
types may serve the reader as a basis to derive new and
meaningful quality figures related to a specific measurement
task.

Prior to a detailed view on the technologies selected, a
short review of some applicational aspects might help the
reader to compare and distinguish the respective technolo-
gies from a practical point of view. From a general point
of view, the measurement task or the object to be meas-
ured might have significant impact on the technology selec-
tion in particular. Thus, a conscious consideration of applic-
ational aspects might help to select the most appropriate
measurement technique to a respective measurement task.
This selection also might be supported by respective QoX
indicators.

1.1. General aspects about optical measurements

The following section gives a short list of most relevant aspects
when selecting, parameterizing and optimizing an appropriate
measurement technology for a measurement task given:

1.1.1. Applicational aspects. Some of themeasurement prin-
ciples are capable of single framemeasurement of an entire 3D
scene. Other technologies need multiple frames or exposures
or do a kind of serialized measurement by scanning the object
with a line or a point. If the object to be measured is static and
at rest, all technologies listed can be considered. For moving
objects or when the object’s shape is varying over time, like
in some soft objects or even biological samples, the measure-
ment time for a full data set has to be considered relative to
the change rate on the object’s shape. Typically, the respect-
ive measurement time has to be negligible relative to the time
constant of changes of the object.

1.1.2. Accessibility. The geometry of the object to be meas-
ured also may imply some constraints to the measurement
principle. Typically, the object’s topography and geometrical
structure defines an aspect ratio of widths vs. heights for the
measurement. This ratio typically limits the applicable numer-
ical aperture (NA) of the imaging system and thus controls the
maximal achievable lateral and/or depth resolution. In clas-
sical imaging systems, the resolution is directly related to the
NA or f -number (f#) of the optical system which are related
by [4–8]:

NA =
D
2 f

=
1

2 f#
(1.1)

and in turn

f# =
f
D

=
1

2NA
, where (1.2)
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f: Focal length of the optical system on object side D: Entrance
pupil diameter of the respective optical system

1.1.3. Optical resolution criterions. When an object is
imaged through an optical system, the lateral spatial resolu-
tion is given by the (equation (1.3)):

d = k1× lambda/NA (1.3)

where lambda is the wavelength of light and NA the NA of the
optics. The factor k1 determines the resolution limit depend-
ing on a criterion when two distinct points of an object are
considered to be resolved in the image. In the image plane,
for each point, there will be a diffraction pattern which can
be described by the sinc-function [9, 10]. The closer the two
points are to each other, the more the two diffraction patterns
overlap. There are two prominent cases defining k1 relying on
different models of the detectors used to observe the scene:

(a) In the case, that the peak of the one diffraction pattern
coincides with the first minimum of the other pattern, then
k1 becomes 0.61. It is the well-known Rayleigh’s resolution
criterion [11]:

d= 0.61× lambda/NA. (1.4)

This criterion is very appropriate for observations by the
human eye as a logarithmic scale detector. It is chosen very
mindful but somehow arbitrary and other choices might be
preferential for special cases. The remaining dip in the intens-
ity from the peak to the center between the peaks is about 20%.

(b) For a linear detector k1 becomes 0.5, if the limit of resol-
ution is assumed such that two incoherent diffraction patterns
of two identical points are overlapped in a way that the profile
of the signal summed up has a point of inflexion with a hori-
zontal tangent at its maximum. This extremal case is known as
Sparrow’s criterion [12].

d= 0.5× lambda/NA. (1.5)

It is related to typical electronic detectors like photodiodes,
charge-coupled device (CCD) or complementary metal-oxide-
semiconductor (CMOS) sensors which typically do have a
highly linear signal response. Since this limit is the ultimate
limit for diffraction-based imaging systems, it can be very
much affected by noise, and it is hard to reach. This criterion
is the limit typically applicable for electronic sensor based
optical measurement systems.

The resolution criterion as selected as (a) or (b) sets a nat-
ural limit to the effective pixel size needed in the object space.
A pixel is a single independent photosensitive element—like a
photodiode—of a sensor array. Typical sensors consist of mul-
tiple pixels usually arranged in square matrix arrays.

The Nyquist–Shannon-theorem or the Whittaker–
Kotelnikov–Shannon (WKS)-theorem [13] defines the phys-
ical resolution limit for classical imaging applications.
Accordingly, a detector for measuring a spatially modu-
lated signal/structure with a minimal feature size d has to
have a pixel size smaller than half of the feature size d in

the image space. Naturally, the imaging performance of the
optics, especially the NA, has to be sufficient to image the
structure of interest on the detector with sufficient resolution.

The depth of field concept (DoF) describes the depth res-
olution of an optical system. The DoF is a function of the
respective wavelength lambda and the NA of the optics and
often referred to as Rayleigh length [5, 8]:

DoF=± lambda
NA2

. (1.6)

When discussing optical sensors, it is important to note,
that lateral resolution and depth resolution scale with dif-
ferent powers of the NA in the denominator, as shown in
equations (1.3) and (1.6). The resolution in both dimensions
improves the higher the NA is but the depth resolution is much
more nonlinear in its behavior.

In some special cases, other resolution criteria may apply
for self-illuminated or fluorescent objects. There are some
cases in microscopy where different resolution criteria apply,
like for stimulated emission depleted microscopy [14, 15].
They are used for structural studies at cellular level based on
sub resolution fluorescent light sources, bound to dedicated
molecular structures. These technologies are not part of this
review paper and therefore briefly mentioned for reference
only on further options of microscopic measurements even
below classical resolution limits.

1.1.4. Illumination vs. ambient light conditions. For optical
measurements, the illumination conditions and the cooper-
ativeness of the object to be measured and the respective
wavelength and illumination type are crucial. Furthermore,
ambient light can influence the results of a measurement sig-
nificantly, since the background illumination can capture sig-
nificant parts of the dynamic range of the detector. Thus, it
reduces the signal to noise ratio (SNR) [16]. Even shadows
can influence the measurement by pronouncing the object’s
topography and structure. To reduce or control the influence
of theses external effects, some control measures typically get
applied: enclosure of the measuring volume, apertures or spec-
tral filters to minimize ambient light effects, minimize expos-
ure times by use of high power or high flux illumination to
optimize SNR or even pulsed illumination and synchronous
sampling of measurement signal and background when the
illumination is switched off.

1.1.5. Accuracy vs. time for measurement. The measure-
ment time can affect the resolution of optical measurements
directly by putting constraints on the exposure time of the
sensor. The desired resolution and measurement accuracy usu-
ally depends on a minimum level of SNR. Proper signals can
be achieved by employing light sources of sufficient light flux,
optics of high transmission and high NA or low lens f# to col-
lect as much light as possible but still fulfilling the demand
on lateral sampling and sufficient DoF [17] for the respective
application. Typically, it depends on the sensor principle, the
sensor’s mode of operation and the object itself, which of the
methodsmentioned can be employed. Key factors can be e.g. if
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the object is stable or at rest or changing its shape or position
over time. Such dynamic effects typically are acceptable when
they are smaller than the nominal sensor resolution during one
measurement or even one set of measurements with multiple
exposures. Finally, a proper selection depends on the sensor
working principle and relevant time constraints.

1.1.6. Properties of light. For the interaction of light with the
object to be measured there are many contributing factors. On
the one hand, there are the object properties like material, col-
our, surface finish or even surface coatings or contaminations
and the properties of light as used for the measurement like
wavelength, bandwidths, coherence in temporal and or spatial
regime, polarization state and the sensitivity of the detector for
the respective properties of light. Furthermore, the geometry
of the whole imaging setup from the light source to the object
and from the object to the detector defines the angular spec-
trum for illumination and imaging, respectively.

Therefore, it is an important prerequisite for an optimized
selection of a sensing principle and related operational condi-
tions of the sensor selected for a given measurement task and
respective demand for accuracy, to take all these factors into
consideration seriously. There is no one fits all solution for a
general task of geometrical 3D measurements.

The main part of this review introduces and discusses dif-
ferent sensor technologies of great relevance in industry and
some trends showing up. The order of presentation is somehow
guided by the structural view on the sensor working principle
as shown in figure 1 and the evolution of the measuring prin-
ciples over time based on new technical capabilities coming
up as sensor technologies evolved. The sensor types which are
frequently used here are based on CCD [18] and CMOS [19]
(Gen. 1–4). See also [20].

2. Point sensors

Early photoelectric sensors had only one or very few photo-
sensitive elements. Consequently, point sensors were the first
kind of optical sensors coming up for optical depth metro-
logy. These sensors measure the distance from the sensor to
a point on an object’s surface along their optical axis. The
surface position is assigned to the maximum intensity of the
focus signal from a light spot irradiated on the object. Accord-
ingly, these point sensors have to be moved along their optical
axis in the direction of the object under test. The intensity sig-
nal representing the height is monitored with reference to the
actual sensor position of the mover. Point sensors are perform-
ing well on optically cooperative surfaces. Figure 2 shows the
functional principle of a basic version of this sensor.

Light of a light source is collected by a condenser lens,
guided through a beam splitter to the objective lens focusing
the light on an axial point along the optical axis. The light
reflected and scattered at the object surface is re-collected by
the objective lens when entering its aperture and is guided back
to the beam splitter. Here, some portion of the light gets deflec-
ted into the sensing port, where a photodiode is positioned.
Preferably, a focusing lens is located in front of the sensor

Figure 2. Schematic view of a basic point sensor.

Figure 3. Schematic view of confocal point sensor.

plane to improve signal strength and signal quality resulting
in shorter measurement times and increased sampling speed.
To optimize signal quality further, the light source might be
intensity controlled to adopt the sensor signal to the reflection
and scattering properties of the object under test and thus
improve the dynamic range of the sensor by the tuning range
of the intensity of the light source. The surface position of
the object is assigned to the maximum intensity reading of
the photodiode. In a measurement cycle, the relative distance
from the sensor to the object gets modified and the maximum
intensity position gets detected. In essence, point sensors are
single point detectors in lateral and axial direction with lim-
ited resolution capabilities especially for depth measurements.
Accordingly, their success was quite limited over time and
more versatile and thusmore advanced sensing principles were
developed.

2.1. Confocal sensors

To improve measurement accuracy in axial direction, a con-
focal aperture (pinhole) is added to the imaging setup of
a point sensor in order to discriminate focused light from
unfocussed portions and stray light. A discrete setup is shown
in figure 3(A). Confocal sensors [21] can be quite sensitive to
the respective imaging conditions, object specific effects and
geometric obstruction. They are still single point detectors in
lateral and axial direction so that they still need the measure-
ment cycle as described above for axial and lateral scanning
operations.

Optimization in the system setup splits the confocal aper-
ture in two locations, one at the illumination side in light
source and the other one on the imaging side coupled to the
detector to simplify the setup. In casemore advanced andmore
compact designs of fiber coupled sensor heads, the confocal
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Figure 4. Schematic view of chromatic confocal point sensor.

aperture function is assigned to the fiber for both the illumin-
ation and the imaging side (figure 3).

2.2. Chromatic confocal sensors (CCS)

To relieve the strong constraint of a single measuring point
in depth, chromatic confocal sensor, also known as confocal
white light sensors, were developed. The core principle is
sketched in figure 4.

The primary light source is a broadband light source like
an arc lamp or LED with larger spectral bandwidth. The light
of the light source is imaged on a pinhole, which serves as a
spatially well-defined secondary light source. Later, the pin-
hole was replaced by the exit surface of an optical fiber.
This secondary light source is positioned in a plane conjug-
ated to the object plane. It is imaged by an optics specially
designed with a predefined axial chromatic error. The axial
chromatic dispersion creates separate focus regions for the dif-
ferent wavelengths of the light source along the optical axis.
Preferably, the dispersion is quite linear throughout the spec-
tral bandwidth used in the sensor. The amount of dispersion
controls the respective shift in position for the axial image for
given different wavelengths. Typically, the focus of blue light
is closer to the lens than the red focus. In general, blue means
shorter wavelength and red longer wavelength of the spectrum
used, which is not necessarily in the visible spectrum. Depend-
ing on the measuring object or task, other wavelengths regions
like infrared or deep blue to ultraviolet may be used, too. The
advent of strong broadband LEDs helps to exploit these spec-
tral bands with quite limited technical complexity compared
to bulb lamps.

The axial distance from the blue to the red focus position
spans the measurement range of the sensor. This line of chro-
matic foci as dispersed by the optics employed converts the
single point confocal sensor principal for one wavelength into
a sensor with a continuous measuring range along its optical
axis for the respective spectrum of wavelengths. Its range is
defined by design via the axial chromatic error of the ima-
ging optics. The sensor’s axial resolution can be defined by
selecting the NA of the optics and the spectral resolution of
the spectrometer appropriately. Compact spectrometers are
built from line arrays of photosensitive elements plus a dis-
persive element, e.g. a grating to disperse the light travers-
ing the pinhole or fiber. The lateral resolution of the con-
focal chromatic sensor is governed by the lateral spot size
as a result of the lateral dimension of the pinhole or fiber
core diameters, the effective magnification and the NA of the
optics. The axial position measurement comprises of identify-
ing andmeasuring one ormultiple localmaxima in the sensor’s
spectral profile as captured by the spectrometer. Due to the

confocal setup of the sensor, light that gets reflected and/or
scattered in focus for one wavelength at the object’s surface
is collected and re-focused on the pinhole or fiber core much
more efficient than light from out of focus positions from other
wavelengths.

Chromatic confocal sensors usually have comparably high
NAs of 0.5 and above, thus the depth discrimination is fairly
high since it scales with the second power of the NA according
to equation (1.6). The chirp in wavelength along the sensors
depth measurement range allows for a depth measurement by
identifying the peak wavelengths for a specific sensor position.
In principle, the sensor principle is capable to measure mul-
tiple peaks in parallel. The peaks correspond to multiple inter-
faces on the object’s surface, like two sides of a foil, for layered
material or surface coatings on a surface layer. Each peak cor-
responds to one interface of two neighboring layers with suf-
ficient reflection, e.g. difference in refractive indices or other
material properties in a stack of layers on the object. Since the
spectral profile gets calibrated with respect to depth positions,
different peak wavelengths correspond to different z-positions
of the object structure. According to (1.1) and (1.2), the resol-
ution is typically not constant along the measurement range,
since the effective NA changes for the different wavelengths.
The chromatic confocal sensor is well suited for fast scan-
ning applications, since it can follow the surface topography
of the object within its measurement range. Any deviation
from a nominal set point can be used as control signal for a
mover to re-position the sensor precisely along the optical axis.
Chromatic confocal sensors play an important role for metro-
logy due to high speed and high accuracy and precision even
though the spectroscopic measurement adds some complexity
and cost.

The advent of fiber-based spectrometers with fiber Bragg
gratings (FBG) are an enormously powerful approach to build
more compact, more robust, and cost-effective sensors since
the whole spectrometer consist only of the fiber with the dis-
persive and focusing FBG and a line sensor affixed to the FBG
portion of the fiber [22, 23]. The improved compactness is
preferential also for robust applications in harsh and indus-
trial environments. The integration of FBG spectrometer with
a broadband LED is called interrogator which can be directly
attached to the SMA fiber connector of many chromatic con-
focal sensors.

The depth measuring range of chromatic confocal sensors
enables to measure a height profile of an object. This feature
is used in the scanning confocal microscope [24] where two
embodiments are shown in figure 4. The Nipkow-disc [25]
is the lateral scanning element typically rotating at constant
speed. It contains a lateral arrangement of spatially distrib-
uted pinholes of equal size which define separate equivalent
but parallel imaging channels. The respective separation of the
pinhole is big enough to prevent crosstalk of neighboring ima-
ging channels on the one hand. On the other hand, the spatial
distribution provides a uniform illumination of the object for
the entire field of view (FoV). This necessitates, that the num-
ber of pinholes has also to increase with the disc radius to have
the same amount of time a pinhole in the beam path to any por-
tion to the sensor for a full revolution of the scanning disc. The
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Figure 5. Schematic view of a scanning confocal microscope with
(a) Nipkow-disc and (b) DMD as the scanning device.

Figure 6. Schematic view of a triangulating point sensor for (a) a
flat object and (b) a step in the object surface. The right column
shows the respective light pattern on the detector [29].

camera is synchronized with the Nipkow-disc to always cap-
ture a full number of revolutions for uniform image illumina-
tion. Powerful light sources are employed for short exposure
times to compensate for the significant intensity loss at the pin-
holes of the Nipkow-disc.

Alternatively, a digital mirror device (DMD) can be used
as scanning device. It is used in reflective mode as shown in
figure 5 on the right side. This makes the setup a bit more com-
plex but allows for a digital control of the switch-on time for
each imaging channel individual to allow for object specific
illumination patterns.

By changing the magnification and/or NA of the objective
lens or optics, the depth capturing range can be adjusted to
some extend to the height span of the object’s topography.

2.3. Triangulating point sensor

The triangulating point sensor is an alternative to the CCS
sensor. In case of a step in the object’s topography in the
vicinity of the measurement point, partial obstructions in the
aperture of the cone of light for the illuminating and/or meas-
urement beam path (see figure 6) could have impact on the
measurement accuracy and peak detection. To overcome this
problem, a more advanced sensor scheme for a triangulating
point sensor was developed [26]. The advent of position sens-
ing detectors (PSD) [27, 28] had the potential to change the

axial point sensor design into a more robust one. A PSD is a
photodiode with a resistive layer on its backside. The photo-
current gets split in the resistive layer by the inverse ratio of
the respective distance from the light spot to the neighboring
pairs of electrodes. In consequence, the position where light
is impinging on the photo detector can be directly calculated
from the ratio of the photocurrents. Thus, a one-dimensional
position measurement is feasible with an analog photode-
tector. For proper position measurements, the light does not
need to be precisely focused on the PSD, but the light distri-
bution needs to be within the spacing of the electrodes of the
PSD. A schematic of this sensor is shown in figure 6.

A collimated or slightly focused beam of light illuminates
the object. On the object’s surface, the light gets reflected
and/or scattered. This light is re-collected by a convex lens
with annular shape. This annular lens images the light into
a ring-shaped structure onto a PSD. The radius of this ring
is measured with a PSD with annular electrodes. The radius
is a direct measure for the distance of the object from the
sensor. The closer the object is, the larger gets the radius of the
ring. The further away the object is, the smaller the radius is.
This measuring range allows to use this point sensor for scan-
ning applications with a nominal set position in the middle of
the measuring rang. Compared to tactile sensors for coordin-
ate metrology, this feature corresponds to the transition from
touch trigger probes to scanning probes and allows for much
higher rates of points measured in a given time interval.

The resolution in the measuring axis is defined by the posi-
tionmeasuring range and accuracy of the PSD, the focal length
of the annular lens and the positioning of the lens with respect
to the PSD. This sensor type can be easily calibrated and thus
linearized with a flat object surface, e.g. of a gauge block, posi-
tioned at different distances from the sensor perpendicular to
its optical axis. Preferably, the annular electrodes are segmen-
ted in multiple angular segments. There are PSDs available
with multiple angular sectors like 4 quadrants. Accordingly,
effects of partial obstruction can be identified simply by com-
paring signals from different sectors, which in turn improves
the robustness of the signals and data quality inherently. In this
sensor principle, partial obstruction in the beam path, e.g. by a
step in the object’s surface topography, can be determined dir-
ectly from the sensor signals itself and thus the measured sig-
nals be qualified for trust level. This is a major improvement
for all measuring applications. Due do the optical geometry of
the sensor with on-axis illumination and off-axis detection by
imaging with the annular lens, this sensor already belongs also
to the class of triangulation sensors. Its strength is its scanning
capability and robustness with respect to partial obstructions
of the light in the measuring cone. In contrast to on-axis (con-
focal) point sensors with two major implicit restriction: (a) the
illuminating beam spot is imaged directly and on-axis into a
single spot on a photo detector and (b) this spot changes its
center of gravity with degree and direction of partial obstruc-
tion, the triangulation sensor with segmented electrodes is able
to infer a coarse annular position of the obstructing element
and how strong the obstruction is. This information is also very
valuable for scan path planning algorithms and for assessing
the measurement quality.

6
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Figure 7. Schematic view of a laser radar with single laser L, half wave plate λ/2, anamorphic prisms APP, Photodiodes T1, T2, R1, R2 and
DI, ref and DI,M, faraday isolator, quarter wave plate λ/4 and a fiber based reference interferometer Ref-Int.

Photo sensors improved over time and increased its number
of photosensitive elements, the pixels. Camera sensors with
matrix arrays of photosensitive elements like CCD-sensors
were employed to further improve the annular resolution of
the triangulating point sensor by replacing the PSD for higher
spatial sampling of the image of the ring-shaped structure.
The higher number of sensor elements pushed the demand for
faster signal transfer and image processing capabilities. The
camera readout increased the sensor price significantly and did
not improve its functionality so much.

2.4. Laser based point sensors

Lasers, especially compact and robust solid-state lasers, paved
the way into a new class of point sensors. The temporal coher-
ence of a laser is the enabler to measure a distance along
a given axis with high precision. The second important fea-
ture of lasers is their capability for fast tuning while main-
taining single mode operation. The emitted wavelength can be
scanned over time with fairly high tuning rates in multi-MHz/s
to GHz/s regimes fairly simple by manipulating the laser’s
control parameters like drive current, voltage or temperature
appropriately to allow for fast scanning and still avoiding any
mode hopping. Stable laser operation at pre-defined paramet-
ers is key to stable, robust and accurate measurements. Some
applications are described in the next two sections in more
detail.

2.4.1. Laser radar. Laser radars are used to measure dis-
tances with high accuracy in the single µm regime in a single
axis direction. In a minimal setup as shown in figure 7 A, a
single laser is used. It is scanned either in saw tooth or trian-
gular mode. The scanning is monitored with two beams penet-
rating a solid etalon at slightly different angles to derive a sine
and cosine signal in good approximation. To increase scan-
ning quality over time, the etalon can be made of a material of
low thermal expansion like quartz and/or temperature stabil-
ized. The intrinsically nonlinear laser can be re-linearized by
employing the sine- and cosine-like information to control the
parameters of the laser driver by optimizing them for a con-
stant change rate for the wavelength chirp. To protect the laser
from light reflected back into the cavity, an optical diode is
typically added.

The chirped laser beam (figure 7, [30]) is coupled into an
interferometer either by free space coupling or by employing a

fiber to decouple the two setups mechanically. The measuring
head typically consists of a Michelson-type interferometer
[5, 6] with a separate measuring and reference arm. The ref-
erence arm can be short, compact, and thus very stable. In the
measuring arm, the beam is either collimated with a finite dia-
meter or focused with a lens or zoom system to the respective
measurement position in order to minimize the lateral dimen-
sion of the measuring spot at the position of the object to
be measured. The light gets reflected or scattered back from
the object and gets re-collimated by the aperture of the optics
and re-united by the beam splitter with the reference beam.
The resulting beam is directed onto a detector s. The tem-
poral coherence of the laser must be big enough to cover the
optical path difference in the two arms of the interferometer
employed.

Due to the wavelength chirp of the laser, a distance between
reference arm and measuring arm is converted into a beat fre-
quency of the two beams, which can be directly measured by
the detector. The beat frequency f is given by:

f = laser chirp rate × path difference × n
c

(4)

where the path difference is the effective total path difference
the laser light traverses on its way. It is typically two times
the optical length difference of the two arms of the interfer-
ometer. n is the effective refractive index in the measurement
arm and c the vacuum speed of light. Thus, the lengthmeasure-
ment is converted into a frequencymeasurement, which can be
performed with very high precision in a frequency range pre-
defined by the chirp frequencies applied on the laser itself and
the maximal measurement range.

Small changes in n, e.g. by local or temporal changes of
temperature, pressure or humidity of air, will affect the meas-
urement uncertainty and limit it in the low single digit micro-
metre range. Further measurement errors may occur, if there
is a relative movement of the measurement head relative to the
object in the direction of the measuring axis due to Doppler
shift effects [31]. This can be determined either by repeated
measurements in a fast sequence or by adding a second laser
to the setup as shown in figure 8. If the first laser is chirped
linearly in negative directions to lower frequencies, the second
laser gets up-chirped to higher frequency with a different but
known chirp rate. For a single object surface, this ends up in
two beat frequencies measured on the detectors DI,M corres-
ponding to the chirp rates of the to two lasers. Any Doppler
shift will shift both beat frequencies in the same direction by
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Figure 8. Schematic view of a laser radar with two lasers.

Figure 9. Concept for laser frequency scanning for the two lasers of
the laser radar with two different sweep ranges.

the same factor. Thus, the Doppler shift can be deduced dir-
ectly from the ratio of the two frequencies as measured by
comparing it to the ratio of the nominal sweep scan rates.
The length measurement value can be compensated for the
motional effects accordingly. A schematic of the scanning fre-
quency selection is shown in figure 9. Since the two lasers
are incoherent with respect to each other, their wavelength
can be chosen close to each other to minimize any dispersion
effects in the measurement arm having considerable impact
on the distance measured. To overlay the two laser beams, it is
preferable to couple the laser unit with the measurement head
through a single mode optical fiber.

The single mode fiber characteristic helps to reduce and
even exclude any residual influences from any imperfect over-
lay of the two laser beams on the measurement.

2.4.2. Laser scanner. The laser scanner as sketched in
figure 10 is based on the time of flight measuring principles.
Typically, it measures the time delay between a short pulse
sent out from an articulating scanning head and its reflection
from the object surface when arriving back on the detector.
The laser scanner utilizes laser diodes for their very fast
switching capabilities to generate a pulse sequence of short
light pulses of almost rectangular shape. Typical pulse widths
are in the range of a few ten nanoseconds. The pulse is emit-
ted from the laser, deflected in its direction of propagation by a
two axis articulating scanning head, typically arranged as azi-
muthal and polar scanning axis. The scan unit is equipped with
high resolution encoders to determine the laser’s direction of
propagation for the measuring axis with high precision in the
range of arc seconds. The measurement is carried out in spher-
ical coordinates with two angles and the distance as measured
from the laser pulses. The measured system coordinates get
converted into Cartesian coordinates in a post processing step.

Figure 10. Schematic view of a laser scanner, D: detector.

The pulse delay measurement is very demanding, due to
the high velocity of light with approximately 300 mm per
nanosecond. Since the light is travelling the measuring dis-
tance back and forth, themeasuring distance per nanosecond is
150mm. This means, the bandwidth and sampling speed of the
detection system has to be in the range of a few 10 GHz, when
distances down to 5 mm and below have to be measured. For
high precision measurements, the non-ideal pulse shape with
limited slope steepness and the effects arising from reduced
amplitudes of the returning signal due to scattering, reflection
and absorption on the measurement pathway have to be con-
sidered when determining the final measurement result and its
accuracy.

These effects typically get compensated for in the system
signal processing chain while generating themeasurement res-
ults for the distance. The pulse frequency, which results in
the coordinate sampling rate of the sensor, can also be quite
high, since the light travels so fast. For 30 m measuring range,
the sampling time is approx. 180 ns, which means that scan-
ners could use a sampling rate of up to 5 MHz for separate
measurements.

From an applicational point of view, laser scanners are very
useful, since they do not require any special preparation of the
measurement object. They can be installed easily in a scene
and a measurement can be started right away. The accuracy
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is in the range of low single digit millimetres for the most
advanced systems. Typical sources for measurement uncer-
tainty like pressure or humidity of the air, disturbances of the
measuring direction due to air streaks etc are typically still
one order of magnitude lower than the mm resolution over the
measurement range.

Thus, they do not need to be considered in more detail
for most of the applications. Some advanced systems already
compensate for air temperature or pressure influences. There-
fore, laser scanners are very mature and versatile systems to
digitize real world scenarios in 3D data point clouds.

2.4.3. Laser tracer. A laser tracer makes use of the laser
radar concept and couples the measuring head to a gimbal
mount. It swipes the laser beam in different directions by
two angular coordinates to span a spherical coordinate system
together with the radial distance measured. The gimbal typic-
ally has a vertical rotational axis for 360 degrees carrying a
second rotational axis of ± ⩽ 90 degrees for the inclination
of the beam direction. This system steers the laser beam pre-
cisely into 3D space in order to measure the axial distance with
respect to a reflector with high precision in the micrometre or
even sub-micrometre range. For beam steering control and for
tracing a retroreflector on ameasurement object, there is a pos-
ition sensitive sensing unit built into the setup. It detects any
lateral offset of the beam coming back from the retroreflector.
A spatial offset occurs in a retroreflector any time when the
beam is not hitting the reflector on its optical axis. Thus, the
pointing direction of the laser beam is actively controlled and
set such that there is no or minimal lateral offset for the laser
beam coming back from the retroreflector. This step is import-
ant since a laser tracer measures the optical lengths with inter-
ferometrical precision.

The laser tracker is designed to measure positions in 3D
space. It can be easily applied to measure the motion charac-
teristics and aberrations of a mover like a tooling or coordinate
measuring machine (CMM) with linear and/or rotational axis.
For the measurement, the mover under test is positioned at a
sequence of different nominal positions and the laser tracer is
capturing the real position information for each mover pos-
ition in its spherical coordinates. Then, the laser tracer is re-
positioned at a second location and the set of nominal positions
is measured again. This step can be repeated multiple times
for different positions of the laser tracer. Height and/or orient-
ations of the laser tracer are changed for each set of measure-
ments to optimize the data quality level. The datasets meas-
ured at different positions are computationally merged into
one concise data set and an error motion map for the mover
is created. This error motion map can be used for a numer-
ical motion compensation for the mover, often referred to as
computer aided accuracy. Numerical correction of the mover
works very well as long as the mover is reproducible in its
positioning characteristics over time.

For measuring a mover e.g. of a CMM or a machine tool
like a turning or milling machine, a retro-reflector is mounted
on the mover to be measured in its 3D motion and according
to the procedure described above, the machine axis move the

Figure 11. Schematic view of a laser tracer.

reflector to a sequence of nominal positions and the laser tracer
is keeping track of its motion trace and takes a sequence of
measuring points along the trace.

To optimize the measurement accuracy, the laser radar
concept gets modified a bit. A precision sphere with
exceedingly small form error replaces the reference mirror.
The sphere center serves as the physical embodiment of the
origin of the distance measurement. Thus, it is positioned
mechanically and thermally stable in the center point of the
gimbal spanning the spherical coordinate system as shown in
figure 11. The measurement effectively starts at the sphere
center and thus measures the entire distance optically. This
leads to high resolution and accuracy in the sub micrometre
range. To reach this accuracy level, the optical effects of the air
penetrated on the measurement path have to be corrected for.
This is typically done by temperature correction plus a second
measurement wavelength. The two wavelengths are precisely
known and referenced so that the differences in the meas-
ured values can be used to calculate for an effective refract-
ive index of the air, which in turn can be used to correct the
measured values effectively. By re-positioning the laser tracer
at a second location, there is a second set of measured data.
The relative position of the two measurement positions does
not have to be known with high precision, since it can be cal-
culated from the datasets as a translational fit parameter while
merging the two datasets. This is possible if the number of
data points equals or exceeds the remaining degrees of free-
dom. In case of motion characterization or when determining
guideway aberrations of a mover with high precision and mul-
tiple measurement points on a line, this condition is fulfilled
(figure 11).

The laser tracer concept is very appropriate for measuring
volumes in the range of less than 1 m3 to approx. 30 m3, which
relates to linear axis dimensions from a few 100 mm up to e.g.
3m. For longer axis, the length dependent measurement uncer-
tainty has to be taken into account and more effort has to be
spent to have a reproducible measurement environment. This
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is accomplished by compensating dispersion and/or air flow
effects along the measurement path by employing multiple
wavelengths for the measurement or fans to homogenize prop-
erties of the air in the measuring volume for the duration of the
entire measurement cycle [32].

3. Line sensors

The demand to measure large areas and shapes in short time
was the motivation to develop line sensors. Line sensors are
capable of measuring a larger number of measurement points
in parallel at the same time. Typically, the line sensing concept
compromises a bit the accuracy achievable with point sensors
and especially with confocal point sensors, but they are able
to significantly increase the number of data points captured in
a given time period by a factor of 1000 and above, depending
on the optical camera sensor used. Another advantage of laser
line sensors is the parallel measurement of multiple points at a
time, which improves the results for moving objects or mobile
measuring scenarios.

3.1. Laser line triangulation sensor

Laser line triangulation sensors as shown in figure 12 have
a line projector projecting a trapezoidal fan of laser light
into its measuring volume. The imaging optics of the sensor
is arranged under a fixed inclination angle, the triangulation
angle. It is set to image the entire depth of the measuring range
of the sensor in a single frame on a 2D camera sensor. The
width of the camera sensor corresponds to the direction of the
laser line on the objects, the height of the camera sensor cor-
responds to the depth in the measurement range. The optics is
gathering the light deflected and/or scattered from the object
as it enters the entrance pupil. The optics is imaging a plane,
which as tiltedwith respect to the optic’s optical axis. To have a
crisp image over the entire depth of themeasuring range, a spe-
cial imaging configuration known as Scheimpflug condition
[33] has to be applied.

The Scheimpflug condition is formulated for imaging with
a thin lens, that the object plane, the principal plane of the
optics and the image plane have to intersect in one common
line. Then, the image is sharp over the entire object area. Due
to the inclination between object plane and lens, the distance
from the object to the lens increases linearly with increas-
ing depth in the sensor’s measurement range. The increasing
object distance from the lens leads to a reduced effective mag-
nification in the imaging process according to the lens for-
mula. This effect is called longitudinal magnification [5]. It
is a nonlinear function and results in keystoning effects in the
tilted object and/or image planes. Usually, the image sensor is
a camera sensor of rectangular shape (figure 12).

When we trace the chip format back through the optics to
the object plane, it is converted into a trapezoidal shape with
the short side close to the sensor at the proximal end of the
measuring range and the long side at the distal end of its meas-
uring range, as sketched in figure 13 (left).

Figure 12. Schematic of a laser line triangulation sensor including
the indication of the Scheimpflug condition.

Figure 13. Left:3D schematic of a laser line triangulation sensor
showing how the rectangular sensor is transformed into trapezoidal
shape by the keystoning effect intrinsically related to the
Scheimpflug imaging setup. Right: schematic of a rectangular bar as
measured by the triangulation sensor and respective image on
detector.

The camera chip determines the maximal frame rate of
the sensor. To derive the desired depth information along the
line, the peak position of the intensity profile is evaluated for
each column of the camera sensor. The functional principal is
sketched in figure 13 (right) for a rectangular shaped object.
Due to the nonlinear depth scale in the image, the center of the
chip is not the center of themeasuring range. The proximal end
of the measuring range is sampled with higher accuracy than
the distal end and thus the mechanical center of the measure-
ment range is shifted on the sensor closer to the side for the
distal end.

This means, for most accurate measurements of an object,
it is preferable to position the object’s region of interest (RoI)
close to the proximal end of the sensor’s measuring range. On
the other hand, the width of the laser lines reduces when going
to the proximal end of the measuring range. If a given area
has to be scanned in a given time, it could be necessary to
compromise the achievable depth resolution and lateral res-
olution with the time available for the entire measurement.
When scanning non-planar objects, the reflectivity or diffrac-
tion characteristics of the object may change with position.
This may result in significant differences in the sensor signal
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amplitude as a function of its position in the depth measuring
range of the sensor. Accordingly, sensors with large dynamic
range are preferred. This is supported by a trend in camera chip
development for high dynamic range (HDR) cameras in recent
years.

There has also been an alternative technology to generate
the laser line on the object with an optical scanner like a rotat-
ing polygon. This results in a flying spot. The spot brightness
can be controlled locally along the scan path at high speed. The
benefit is a much higher dynamic range of the optical sensor
by local and fast intensity control of the laser. This makes
the sensor more versatile on surfaces with changing surface
finish or mixed materials. The disadvantage is the introduc-
tion of moving parts from the scanner, additional weight and
a limitation of the sensor capability to measure objects in rel-
ative motion to the sensor with high accuracy. The advent of
cameras with high full well capacity and/or HDR reduced the
importance of flying spot sensors in the past years. In these
sensors, the imaging setup also is based on the Scheimpflug
condition [33] with all implications mentioned above.

For the resolution of the sensor, the camera pixel size, the
NA, and the triangulation angle from the camera’s optical axis
to the laser light fan are critical design parameters. The lateral
and depth resolution scale linearly with the laser wavelength
used, so that some blue light laser scanners appear on the mar-
ket. The signal quality is a function of wavelength and the spe-
cific optical properties of the surface to be measured so that
there is no general rule whichwavelength is preferable. A solid
housing with effective thermal positioning stability for all the
components in the measurement chain is key for stable and
reproducible measurements. High robustness of all the sensor
geometry is essential for data post processing when rectify-
ing the coordinates measured into the Cartesian coordinates in
object space.

The desired signal mainly belongs to light scattered from
the object’s surface. Besides that, some portion of the laser
light gets reflected. Dependent on the object’s geometry, mul-
tiple reflections can occur which might deflect light back into
the camera portion of the sensor. Typically, due to its reflect-
ive nature, this signal is much stronger in intensity and needs
to be separated from the real signal to avoid erroneous results.
Some peak detection algorithms showed up in some commer-
cial sensors to detect the laser line and to differentiate multiple
reflections in order to safely identify and evaluate precisely the
correct peak location in the line of the scattered light of the real
object surface [34, 35].

4. 2D and 3D sensors for areal and dimensional
measurements

Areal measurement for a RoI at one instant of time is another
key application for optical metrology. Typical systems scale
from microscopic system with high magnification and aper-
ture up to large area measurement systems with a FoV of many
square meters. Since many methods used are functionally
equivalent irrespective of the object size, they are treated in
common in this section. When the FoV of the imaging system

Figure 14. Comparison of non-telecentric and telecentric image
cones on focal plane and in lens pupil.

employed is not large enough to cover the entire RoI, stitching
technologies might apply. To overlay and stitch images, some
precise coordinate information is very helpful. Purely image-
based stitching can be critical and hard to do in a metrological
sense, since the imaging performance of optical systems typic-
ally degrades in contrast and/or distortion from the optical axis
to the outer areas in the FoV in nonlinear, most often quadratic,
manner. Therefore, it is preferred to rectify imaging distortions
prior to stitching. This can be done by imaging a test pattern of
qualified geometrical structure and is dealt with in special lit-
erature and standards like DIN EN ISO 10 360–7 [36]. Since
imaging distortions are most often symmetrical, they double
when combining regions from different FoVs from opposites
sides of the optical axis.

4.1. Telecentric imaging

Telecentric optic is extremely useful for high precision dimen-
sional and metrological imaging applications of objects. It
minimizes the effect of defocus on the result of dimensional
measurements. For telecentric optics, the cone of light cap-
tured and imaged from all different points of the FoV is the
same. Their axis of symmetry is parallel to the optical axis of
the optics as shown in figure 13. All points are imaged under
the same condition. Due to the parallel cone axis of all light
bundles in the object space, a slight defocus will not result in
first order scaling errors over the entire FoV, i.e. with object
height or topography. This improves the robustness of the ima-
ging system to scaling errors significantly (figure 14).

Telecentric optics have one more constraint to the optical
design to satisfy the tele centricity condition to have parallel
cone axis over the entire FoV of the optics. Therefore, they
need at least one more lens element, thus making the optics
more expensive. In addition, as a direct consequence of the
tele- centricity condition, the free diameter of a telecentric lens
is always larger than the FoV plus twice the NA of the lens
times its effective working distance. A coarse estimate is:

Doptics = DFoV + 2NAdworking_effective. (5)

Due to the fixed term DFoV for telecentric lenses, they are
bigger in size than non-telecentric lenses where this portion
can be reduced significantly. The bigger size causes more
weight of the lens for the sake of spatially more homogen-
ous imaging performance. Telecentricity can be used on the
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object and/or the image side of the lens. For most applica-
tions, telecentric optics on the object side is sufficient. Image
side telecentricity can reduce mechanical or thermal effects in
the imaging system on the imaging plane position, e.g. from
zoom tolerances or camera heating impact. Telecentric lenses
can also be built as zoom lenses for variable magnification
and/or working distance of the lens. The telecentric perform-
ance can be maintained for its zoom range—in very good
approximation [37]. The optics can further be equipped with a
projection unit for a scale reference to enable highly accur-
ate measurements [38] even with different zoom settings.
For precise measurements in different working distances,
the illumination system has to be designed for nearly con-
stant light budgets [39] over the range of working distances
to minimize effects of the illumination on the measurement
result.

Telecentric optics can increase the robustness of automated
image processing and evaluation algorithms by constant ima-
ging performance over the entire FoV. Technically, a constant
image side NA over the zoom range of a lens may enhance
this robustness even further, where the aperture is adapted to
the optical resolution demand, e.g. as defined by a given cam-
era pixel pitch.

4.2. From 2D to 3D imaging

Optical imagers with non-telecentric or telecentric optics take
a flat two-dimensional view of a scene. The height or depth
of an object’s topography can be indirectly captured in the
image as defocus, blur or scaling error and cannot be inferred
from a single image without any additional technical means. In
most cases, optical systems can ‘only’ image the object’s topo-
graphy as 2.5D image, when the object is not transparent to the
wavelength used. Only for semi-transparent and transparent
objects, the measured data can be 3D as volumetric or even
tomographic data, showing internal structures of the object.
If the information gained is 2.5D or 3D mostly depends on
the object’s properties and their specific interaction with the
light used for the measurement. All methods discussed in the
following sections are in principle capable of taking 3D data,
which can be extracted by advanced data processing strategies.
In the following, some commonly used strategies are presen-
ted and discussed with respect to functional principle and the
respective aspects for their application.

4.3. Image stacks

To assess the 3D structure of an object, an easy and straight-
forward approach is to take a plurality of images in a focus
series at different focus positions. An image stack preferably
contains a plurality of images taken at the same FoV but with
a constant defocus increment along the optical axis in z direc-
tion. The defocus typically scales with the DoF of the optics
used as: dincrement = s × DoF, where s is a scalar parameter in
the range [0, 1] [40].

The image stack can be evaluated according to the needs of
the application. To create an all-in-focus image—also called
total focus image—for each location in the FoV a sequence

Figure 15. Schematic of typical through focus behavior of a pinhole
or line image. Green—best focus plane, ±1 defocus in light and ±2
defocus in dark blue and yellow colour respectively. For larger
defocus the intra- and extra-focal curves tend to deviate from each
other with defocus.

of pixel exists from the different focus positions showing the
intensity variation with defocus. Taking the extremal, i.e. max-
imal or minimal, intensity for the respective position and input
it to a generic all in focus image frame creates a total focus
image. Here all pixels are in focus irrespective of their height
in the object itself. Naturally, the extremal intensity can be also
derived from a numerical fit through the data points measured
for each pixel to interpolate values to z positions not measured
in the focus stack.

To generate a height representation of the object as topo-
graphic image, instead of the extremal intensities the related z
positions of the respective image or from the interpolating fit
over the defocus range are taken to generate the desired height
profile image.

For semi-transparent objects with internal structure along
the z-direction, the processing is technically the same, but
more cumbersome. For pixels with 3D information, more than
one extremal point can exist in the intensity profile over the
defocus range. Thus, the profile has to be evaluated for mul-
tiple focus positions to generate a volumetric or tomographic
image.

A third and very powerful method to determine dimen-
sional metrics, like the width of an object structure, from a
focus series is to overlay the line profiles through the feature
of interest for all focus layers measured. This results in a plot
as sketched in figure 15. Typically, the profile curves from
different z positions intersect in a point or a quite precisely
defined region. This point or region of intersection is almost
not dependent on the focus position itself.

Thus, the related intensity value can serve as threshold
value to measure the line width or other dimensional features
of the structure very precisely and reproducible.
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4.4. Phase retrieval, mathematical depth reconstruction

Usually, optical imaging systems do have some residual ima-
ging errors stemming from imperfections of the lens, lens
assembly or opto-mechanical setup like surface form, dis-
tance, centration or tilt. Therefore, for high precision measure-
ments, it is desirable to determine and compensate for those
errors. The error compensation stays valid, as long as the
optical system has the same imaging performance over time.
Typically, it means that the mechanical setup and interfacing
of the system modules is highly reproducible.

The optical imaging performance can be measured with a
through focus series of images on a special test target. The
test method is known as wavefront sensing. It is the technical
basis for the Hartmann [41] or Shack–Hartmann sensor [42,
43]. For the Hartmann sensor, a test target is a plane glass
plate used in transmitted light imaging setting. On the glass
plate, there are multiple sub resolution pinhole features whose
dimensions are below the value as calculated from equation (1)
with k = 0,5. Due to the small size of the pinhole, the light
transmitted thorough a pinhole can be considered to be an ideal
spherical wave. Consequently, it does not carry any deforma-
tion in the wave front after the pinhole. The light of this ideal
point like light source transverses the entire imaging system
and is captured on the camera sensor, where the sampling
is preferably slightly better than governed by the resolution
limit of the optics employed. Ideally, the through focus series
is centered with respect to the best focus plane with a sym-
metrical number of image planes on the intra- and extra-focal
sides. The images of the image stack measure the intensity I
as the square of the complex amplitude A of the light field
for every pixel position, i.e. I = A∗ × A. To determine the
complex amplitude A of the light field from the multiple focal
planes of known z-positions, a phase retrieval algorithm gets
employed. These algorithms are typically based on the math-
ematical concepts for iterative phase retrieval by Levenberg–
Marquardt [44, 45] or Gerchberg–Saxton [46] algorithm. In
the phase retrieval, the intensity distribution measured in the
image planes serve as boundary conditions in the iterations
for the complex amplitude of the light field since the com-
plex amplitude has to reproduce the intensity profiles as meas-
ured at the respective z positions. The phase retrieval results
in a replication of the complex optical amplitude on the image
side [47]. Since the object was ideal, a perfect imaging system
would have created the images of multiple spherical waves
over the FoV. By comparing the reconstructed optical field
with that of the ideal spherical wave, the imaging errors can
be determined and described in an appropriate base system
to describe imaging errors, like the Zernike [48] or Seidel
[5] imaging theory. Measurement accuracies down to a few
1/1.000 of the wavelength employed have been reached and
confirmed with interferometrical measurements of the same
lens in the same orientation. This means, that phase effects
below 0.2 nm can be measured by this non-interferometric
method [49]. This method is used for high quality optics to
assess the image quality during fabrication and end testing.

When the imaging errors are properly measured and stable
over time, they can be used to correct images of later

measurements from the influences of the imaging system.
Mathematically, it is a de-convolution operation between the
image measured and the error function of the optics as determ-
ined. This is beneficial when aiming at the ultimate imaging
performance for the lateral and/or depth resolution of the
respective optics.

When the consecutive measurements on real objects are
also through focus series, the formalism can be used to meas-
ure the phase of the object structure itself. This was done
on lithography masks with feature sizes in the wavelength
range, where interferometers cannot be applied to determine
the height of a phase step of strong phase shift masks show-
ing only phase effects [50]. Crucial for robust performance is
a high SNR for the images taken since noise can affect the
iterative reconstruction significantly.

When the complex optical amplitude A is known, it can be
propagated and evaluated for a depth or height measurement
of object structures even for z positions not directly covered
by the focal planes in the image stack. This is an enorm-
ously powerful tool and method to measure height of an object
without the need for an interferometer and thus without the
impact of coherence effects like speckles on the image quality.
In addition, small structures and feature sizes can be measured
not accessible by interferometers [51].

5. 3D measurement technologies

5.1. Fourier ptychographic imaging

Fourier ptychography is a computational method to synthesize
high resolution high NA images from low aperture images. A
larger set of images is taken from an object under test with
an imaging system of limited magnification and limited NA.
A schematic setup of the minimal optical setup is shown in
figure 16.

The input images are taken with Nyquist conform sampling
to have correctly sampled images with full information content
available from the optical system. The object is illuminated
from a variety of different directions. Each direction provides
spatially highly coherent illumination conditions, i.e. quasi
collimated light beams illuminate the entire FoV of the optical
system. Each image is illuminated with one or a low num-
ber of spatially well separated light sources where the angu-
lar separation of LEDs used is preferably maximally in the
range of the imaging lens NA. Publications report on multi
light source exposure of up to eight light sources in a single
camera frame [52]. Multi-exposure can be a mean to reduce
the effective number of frames below the number of high
NA images needed and stitched in order to cover the same
FoV by classical high-resolution imaging in the object space.
Figure 17 shows the aperture filling and overlap for an array
of 9 × 9 LEDs. Please note, the LEDs are not equally spaced
in the spatial frequency domain in the aperture plane lead-
ing to a higher overlap for LEDs illuminating at larger aper-
ture angle. This effect can be compensated for by an LED
array with corrected positions for the LEDs with respect
to NA.
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Figure 16. Schematic of a Fourier ptychography microscopes
(FPM) with a flat array of LED light sources.

Figure 17. Schematic in the Fourier domain for stitching the image
content for the LED illuminations of different angular positions.

The set of images plus the information on the spatial distri-
bution of the light sources, its central wavelength or spectral
characteristics and the respective intensities is input to an
image reconstruction algorithm. Conceptually speaking, in the
algorithm the image information is converted into an angular
diffraction pattern for the respective wavelength, gets com-
bined with the direction of the incident illuminating beam
and is merged in self-consistent iterative optimization with
all other diffraction patterns of the additional illumination
directions. For stable results, an overlap of at least 50% of

Table 1. Comparison of typical performance parameters for a
typical high aperture microscope and a Fourier Ptychography
Microscope.

Parameter Microscope FPM

Main lens 40x/0.95 5x/0.15
Sampling according to
Nyquist-Shannon
theorem:
∼ 0.5× lambda/NA/2.5

109 nm 693 nm

Pixel size
@camera/object

3.5 µm /88 nm 3.5 µm /700 nm

FoV for 10 mm chip
size

0 0625 mm2 4 mm2

DoF (@520 nm) ±0.58 µm ±23 µm

the angular frequency range of neighboring illumination set-
tings has proven to be necessary. Typically, the reconstruc-
tion algorithm is a derivative form of Levenberg–Marquardt
or Gerchberg–Saxton algorithm as its core. Since the angular
frequency range is stitched together for the different illumin-
ation directions, the effective Fourier space is enlarging and
thus the sampling accuracy is increased for the reconstructed
image. This means, the reconstructed image of a Fourier pty-
chographic imaging system [53] has a higher spatial resolu-
tion than each of its input images it is based upon. The image
synthesis results in a significant up sampling of the image
sampling with an effectively reduced pixel size for the output
image. For example, with an imaging systemwith NA 0.15 the
images are taken. The reconstructed image is computed show-
ing the same spatial resolution and details like images taken
with an optical system having a NA of 0.9. Some authors also
show images, where the effective NA has to be larger than 1
for the resolution attained on binary structures of a US Air
Force (USAF) test target [54] in patterns of group 11 for the
respective wavelength. This is quite remarkable for an ima-
ging system without immersion and shows the potential of this
computational imaging method, especially for the domain of
microscopy where the method is called Fourier ptychography
microscopy (FPM) [53]. The paper of Ou et al [55] with all
references included gives a much broader and more detailed
overview over this interesting topic.

When comparing a normal microscope with high NA and
a FPM system, there are some major functional differences,
which might be highly relevant for many applications. Due to
the low magnification of the FPM, the FoV scales for the same
camera chip by the squared ratio of the respective magnifica-
tions, i.e. (M_Micro/M_FPM)2.

Due to the lowNAof the FPMmicroscope, theDoF ismuch
larger by a factor (NA_Micro/NA_FPM)2.

When both systems take images at a given wavelength (e.g.
520 nm) by sampling at the Nyquist limit for a chip with given
pixel size, we can directly compare the performance paramet-
ers of two typical sets of system configurations as shown in
table 1.

The FoV is enlarged by a factor of 64 and the DoF by about
40 for the FPM. In order to properly stitch a larger micro-
scope image, some overlap has to be taken into account. The
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FPM system needs to take a few hundred images to properly
reconstruct a high NA image, which is about a factor of 4–
5 more than for the microscope. There is an option to reduce
the number of input images by multi-exposures settings in one
image frame to counteract this effect. On the other hand, these
input images have sampled a DoF about 40 times larger than
that for the microscope, making the FPM much more robust
against focusing errors and to contrast tiny structures. The
FPM preferably needs static objects when capturing the set
of input images. Both systems have their strengths and weak-
nesses. Therefore, considered selection of a system depending
on the requirements of the application is suggested. Due to the
demand on the multiple light sources this method is applic-
able preferably in microscopic imaging scenarios, where the
benefit under high NA conditions can make a difference.

The trend of large image sensors supports somehow the
Fourier ptychography approach. For high NA optics with DoF
below 1 µm or even 0.5 µm, i.e. in the range of a wavelength,
a constant focus plane coinciding with the object over the
entire FoV is getting harder to fulfill. Mechanical probe align-
ment, flatness of the sample or vibrations are typical lim-
itations which is not so much an issue for low NA ima-
ging in ptychography. The later can much easier make use
of larger image sensors with high pixel number and small
pixel size. Thus, reducing the demand for high magnification
and in turn even expands the effective FoV further as dis-
cussed on our example. Typically, this optimization is lim-
ited by the dark current of very small camera pixels which in
turn limits the SNR and thus the quality of the reconstructed
image.

The quality of the synthesized image depends strongly
on the SNR of the sub-images. When the illumination NA
exceeds the imaging NA, it leads to dark field illumination
settings. Thus, the light intensity captured by the imaging
optics after being scattered or deflected by the object struc-
ture reduces strongly with increasing NA. This effect can be
compensated by higher brightness of higher NA light sources
and/or longer exposure times of the camera. Higher gain of the
camera does not improve the SNR. The optimized and modi-
fied imaging parameters for illumination and camera have to
be taken into account and compensated for in the reconstruc-
tion process.

Fourier ptychography can also be used to synthesize
colored images. For each colour a separate reconstruction is
performed. Then, the colour channels are merged into a col-
our image including the option for white balancing and set-
ting the desired colour temperature. For optimized sampling,
it is preferable to capture the input images with a respective
bandpass filter on a B/W camera chip instead of interpolating
between pixels of a colour camera sensor for each colour chan-
nel. This might introduce some sampling artifacts in the input
images and to the iterative reconstruction process.

After reconstruction, a digital refocusing of the FPM image
is possible to mimic the imaging performance of the micro-
scope within the limited DoF. Alternatively, total focus images
can be generated. For reconstructed images of high quality,
the sub images of the FPM have to be tuned to optimal S/N
ratio.

Figure 18. Schematic of a digital holographic microscope setup
with indicated beam path for object (field) and pupil.

5.2. Holographic imaging

The combination of interferometry and microscopy in an ima-
ging system bears a very powerful toolset to image and ana-
lyze small objects, especially small phase objects, with high
resolution [56–58]. The interferometric principle to compare
one portion of light interacting with the object with a second
portion of light serving as reference wave of known shape
enables to measure very small wavefront deviations of the
two portions of light with respect to each other. The interac-
tion with the object can be either in transmissive or reflective
beam path arrangements. In the past, a very versatile micro-
interferometer was a modular system from Carl Zeiss Jena,
called Jenaval Interphako [59]. The input was the light field
of an object as captured by a microscope lens. The Interphako
module has manymechanical and optical manipulators to con-
trol shear and/or optical path length differences in a Mach–
Zehnder type of interferometer. Dedicated optical experts
were required to operate the purely manual system in order
to create images of good contrast for the operator for a broad
variety of objects.

Due to the advent of high-resolution camera chips, the idea
of digital holography was born. Here, a camera captures the
interference patterns from the optical field. A computer pro-
gram is employed to evaluate these complex patterns. Finally,
an image interpretable by a standard user is created. Figure 18
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Figure 19. DHM image with horizontal shear fringe line (a) and
(b) corresponding Fourier spectrum with central peak and the ± 1
side maxima in vertical axis related to the shear fringe pattern
spatial frequency. Red box shows maximal cropping window for
image evaluation and fringe pattern suppression.

shows a sketch of one embodiment of a digital holographic
microscope [60]. Preferably, the light field is split up into
two portions, the one is the object wave which gets overlayed
with the second portion acting as reference field. The latter is
created from the second portion of the light field by zero order
spatial filtering the light field in the aperture plane at its focus
on a point mirror. This spatial filter creates or revokes a plane
wave after re-collimation which in turn serves as ideal refer-
ence wave for the object wave in the interferometer portion.
The interferometer is a common path interferometer. They are
very stable and robust to external influences from air flow or
mechanical vibrations, since the sensitive interferometric por-
tion can be built very compact.

Therefore, it is well protected to external impacts. Com-
mon path means that the entire light flux penetrates through
the object and gets split up into an object wave and a ref-
erence wave after the object. Then, the object and reference
waves are processed separately at some portion of the beam
path before they get overlayed in the interferometer portion.
The separate beam paths have to have the same optical path
length to satisfy the temporal coherence condition thus leading
to maximum interference contrast. In addition, a controllable
shear gets applied to create an equidistant interference pattern
in case of an undisturbed plane object and reference wave. Any
spatial phase retardation of the object transfers into a change
of the ideal (regular) interference pattern. For the evaluation
of the complex images with the interference structures, the
image gets Fourier transformed. Due to the shear, there appear
three peaks in the Fourier pattern as shown in figure 19 for a
real image. It contains a central spot as usual and two strong
symmetric spots representing the first orders of the shear dir-
ection. The distance of the first order peaks from the center
peak is a direct measure for the shear fringe spacing. These
two side maxima are point symmetric due to the nature of
the Fourier transform of two half fields of complex conjugate
amplitudes.

One of these two symmetrical spots is cropped with its sur-
rounding area. The cropping window in the shear direction has
a maximum length equal to the distance from the center spot
to the first order spot and is centered at the peak position of the
first order spot. In the orthogonal direction, the cropping win-
dow can span the full size of the Fourier plane. The cropped

area is centered (shifted) in its coordinates in the shear direc-
tion on the position of the central peak of zero order. Then, an
inverse Fourier transform gets applied to reconstruct the object
function. Due to the shift, the interference fringes from the
shear are eliminated and the object height profile gets visible
in the intensity pattern as a modulation of the intensity. In case
of larger object topographies, a phase unwrapping in the image
needs to be applied in order to remove artifacts in the intensity
image from the wrapped phase function. In effect, the phase as
determined by the digital holographic microscope serves as a
direct measure of the optical height of the object. The physical
height of the object can be retrieved when the difference of the
refractive index from the sample and its surrounding (e.g. air
or fluid) medium are known. A common method to determ-
ine the refractive index of a fluid is to disperse some spher-
ical beads of known refractive index and high-quality spherical
shape as reference in the fluid. The phase pattern can be used
to determine and thus calibrate the phase retardations meas-
ured. Accordingly, the physical thickness is retrieved and thus
3D information of high resolution and precision is available.
Due to the shear, a single measurement is sufficient to capture
all 3D information. Thus, the exposure time of a single frame
sets some limit to the motion allowed for the objects under
investigation. To avoid significant motion blurring effects on
the results of the measurement in 3D, the exposure time for
all images has to be reasonably small to stay significantly sub-
wavelength. Figure 20 shows some typical embodiments for
setups of digital holographic microscopes. Due to the interfer-
ence in the digital holographic microscope (DHM) measuring
principle, unambiguous depth resolution is limited to a phase
retardation of half a wavelength. The larger the shear, the smal-
ler the depthmeasuring range gets in z direction. Depending on
the object structure, this might be too small for a precise meas-
urement. To enlarge the unambiguous measuring range in z,
the concept of synthetic wavelength [61, 62] was introduced.
In the case of two wavelengths, the useful measuring range
expands to the first common overtone of the two wavelengths.
This can increase the useful range by one or two orders ofmag-
nitude, depending on the central wavelengths of the two meas-
urements. E.g. for 500 nm and 550 nm or 505 nm, respectively,
a factor of 10 or 100 for the measuring range in z could be
gained by the synthetic wavelength concept. The bandwidths
of the light sources transform into the contrast of the fringe
pattern. Figure 21 shows the principle of the concept for two
wavelengths.

Figure 22 shows the application of a synthetic wavelength
on an optical step object of step height 3.5 µm exceeding each
individual wavelength but not the synthetic wavelength. The
phase shift from the optical thickness of the step is clearly vis-
ible at the edges of the step for each wavelength. For the sake
of better visibility, wavelength 1 (Lam 1) is shown with offset
0.5, wavelength 2 (Lam 2) with offset 1.5 and the signal for the
synthetic wavelength (Lam 1—Lam 2) with offset 3. In this
signal, an increase of the signal amplitude is clearly visible
when comparing the green and the yellow plot curves. This
is defined by the envelop of the synthetic wavelength interfer-
ence pattern modulation.
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Figure 20. DHM with (a) Michelson-interferometer (b) prismatic shear reflector (c) Mach–Zehnder Interferometer and (d) partial reflector
to split up the optical field to create the interference pattern.

Figure 21. Concept of synthetic wavelength—schematic view for
phase shift vs. depth of object for two wavelengths 600 nm and
630 nm—increase in unambiguous measuring range of factor 60.

Figure 22. Simulation of the phase signal for the two wavelengths
(Lam 1, Lam 2) and the difference in Phase in the summed-up
signal (Lam 1—Lam 2).

5.3. Pattern projection 3D sensors

Stereoscopic triangulation sensors are very prominent and ver-
satile systems for optical 3D measurements. The measuring
principal can easily be scaled to the requirements of a given
measurement task form small to large object sizes. There are
two functional concepts in the field.

Figure 23. (A) Passive and (B) active triangulation system with two
cameras shown. A minimal active triangulation system consists of
only one camera plus pattern projector.

Passive triangulation uses two cameras at different posi-
tions and/or orientations to capture an image of a scene. These
images are than taken to determine the 3D or depth informa-
tion by evaluating the parallax effect arising from the differ-
ent perspectives the object has in the two images. In this basic
setup, the cameras use the light conditions of the scene as it
is. That’s why it is called passive. A typical setup is shown
in figure 23. A. The object’s topography is retrieved from the
camera images by stereoscopic reconstruction of correspond-
ing pairs of images. Ideally, images of each pair are taken syn-
chronously to avoid any impact of object motion. The posi-
tion of the two cameras and the imaging properties of each
camera has to be characterized in calibration measurements.
It serves to register the pixels of the two cameras with respect
to each other as a function of depth as the fundamental pre-
requisite for depth measurement. For the calibration, a cal-
ibration artifact like a planar target with a known pattern of
fiducials is positioned at various positions and/or tilted orienta-
tions inside the measuring volume of the sensor. For each pos-
ition and/or orientation, a set of images is taken. The whole set
of images form all the calibration measurements is then input
into a global optimization algorithm to compute for the cam-
eras relative positioning and the imaging performance of each
of the cameras. In the calibration, the optical axis and thus its
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Figure 24. Typical fringe patterns for projection in active
triangulation systems. (a) Binary pattern, (b) grey tone pattern and
(c) colour coded pattern. The arrows below (a) and (b) show the
shift of the pattern for phase shifted evaluation technology.

central axial pixel on each camera sensor are determined. The
line connecting these two intersection points of the two cam-
eras is called epipolar line [63].

The distance of these two points on this axis usually is
referred to as system baseline. The length of the baseline for a
given measuring distance is a key parameter for the maximal
achievable depth resolution of a sensor. In principle a longer
baseline corresponds to higher triangulation angles resulting in
higher depth resolution. Typically, the calibration results are
reported as intrinsic calibration for the camera imaging per-
formance (like distortions etc) and extrinsic calibration for the
respective spatial orientation of the cameras plus some charac-
teristic values for the residuum as a quality index of the optim-
ization result. For a proper scaling of the images, at least one
image pair needs to contain a scale bar of known dimension or
length. Corresponding features of the object in the two camera
images are shifted along the direction of the epipolar line. The
relative positions of these image points on the camera sensors
correspond to the position and depth of the respective object
feature with respect to the sensor coordinate system.

For passive triangulation systems, the object has to have
unique features that can be imaged by the cameras. The
lower the number of such feature points, the lower the num-
ber of 3D points gets. Objects with flat or non-textured sur-
face without contrasting features are not compliant with this
method. Objects with internal symmetries, like rotational sym-
metries of regular patterns can be problematic for proper
reconstructions when symmetrical points get confused with
the real points. To overcome this problem, active triangulation
was introduced as a much more general method. Active trian-
gulation uses an active controlled illumination system to pro-
ject pre-defined light patterns in the FoV of the cameras. On
the one hand, the patterns simply illuminate the scene. Typ-
ical patterns contain high contrast binary patterns of black and
white lines or a sinusoidal structure or colour patterns. Exem-
plary patterns are shown in figure 24. On the other hand, these
defined structures project artificial features also on smooth sur-
faces of non-textured objects. The camera captures these pro-
jected patterns all across the object in the images. The patterns
may employ intensity variations, color contrast or even polar-
ization to code structures for later evaluation [64].

Typically, a sequence of patterns is used to capture a related
sequence of triangulation system images in the same arrange-
ment of the object with respect to the sensor. Different patterns
vary in the spatial frequency and/or the phase of the pattern
projected. In addition, a phase shift along the epipolar line for

consecutive patterns of the same period is used to get a full
coverage of the object surface since the bright and dark areas
are shifted typically in 3 or 4 steps across one period. In case
of binary patterns—also referred to as grey tone -, only the
points of the edges contribute to the number of points meas-
ured. In case of a sinusoidal pattern, the phase of each point
in the FoV can be evaluated for each camera separately. This
results in a dense sampling of the object’s surface topography
with the phase related spatial information. For fast phase eval-
uation, four patterns are used which are shifted by 90 degrees
each. The phase map can be computed directly from the pixel
intensities of the respective pixels by the formula:

Phase(Pixel) = arctan

(
tan−1 (I(0)) − tan−1 (I(180))
tan−1 (I(90)) − tan−1 (I(270))

)
(6)

The images from an active stereoscopic camera get eval-
uated in the same way as native structures of the object to
determine 3D depth information. To compute the object’s sur-
face shape, corresponding points on the object surface are
identified by the projected grey tone or phase pattern for fur-
ther analysis. Due to the periodicity of the pattern, the depth
resolution is typically limited to one period of the pattern. The
higher the spatial frequency of the pattern is, the higher the res-
olution but the lower the range of unambiguity. The system’s
depth measuring range can be increased significantly by using
a sequence of different sets of patterns with different spatial
frequencies from low to high values to avoid such ambigu-
ity effects. To precisely register each pixel of the cameras, the
spatial frequency of the different patterns projected preferably
increases from the base frequency of one period in the image
frame by a factor of two from set to set to simply combine the
phase values measured. The maximum frequency is related to
the resolution limit of the optical system employed. Finally,
the results gained for each spatial period are merged into a 3D
image of the object’s topography.

In principle, it is sufficient to combine one camera with
one active projector to measure 3D information. These sys-
tems are also called fringe projection systems. They capture
depth information for the entire FoV of a 2-dimensional cam-
era sensor. The calibration principle remains the same and the
pixels of the camera also get precisely registered to the phase
patterns of the projector. For precision metrology, it is some-
how preferable to combine one projector on the symmetry axis
of two cameras. Now the two cameras have a larger triangu-
lation base and the light from the central projector does not
get obstructed so much due to the smaller incidence angle.
This results in a higher number of points measured. By the
advent of durable powerful LEDs, there was a trend to shift
the wavelength of the pattern projector into the blue in order
to optimize the depth resolution of the system by the scaling
factor of the shorter blue wavelength. Finally, in a real meas-
urement, the resolution attainable is also influenced by the
cooperativity of the object to the respective sensor wavelength.

In the course of time, numerous modifications of the fringe
projection systems have appeared. Very different kinds of
patterns were projected on the object. It ranges from single
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Figure 25. Schematic view of a deflectometry measurement
system, where the object in the bottom is part of the beam path from
the self-illuminated object to the camera.

patterns with non-periodic structures to have unique features
to register the camera. Fringe projection systems with pro-
jected lines of different colors and preferably a non-periodic
sequence of these colors over the entire FoV are very easy to
handle. Sometimes they are called color-coded fringe projec-
tion systems.

Due to the advent of computer-generated holograms
(CGH), random dot projectors can be built that have a unique
dot pattern for a larger area. This pattern may reproduce after
some lateral distance larger than the lateral shift of the pattern
over the entire depthmeasuring range. This long periodic repe-
tition of the same pattern simplifies the generation of the ran-
dom dot pattern significantly and reduces the number of phase
steps in the CGH and thus cost of the system.Modern compact
3D sensors (Intel Real sense [65]) withmoderate measurement
accuracy make use of this cheap, easy and compact to build
technology. Typically, all sensors using only one pattern com-
promise to some extent the lateral resolution capability of the
optical imaging system to have clearly distinguishable spots
of the random dot pattern in a small area patch or to identify
a sequence of colour steps along a line element. Depending
on the object’s topography, the one or the other method can
be more appropriate in terms of data points measured on the
object.

5.4. Deflectometry

When the object under test has a reflective surface of high
quality with only a low portion of light scattering, the pattern
projection technology is not efficient anymore. The problem
arises from the high portion of light reflected on the object.
Only little or no light gets deflected into the aperture of the
camera lens. The signal gets too weak for a measurement. In
addition, the signal strength depends strongly on the relative
arrangement of the sensor with respect to the local surface
shape and surface normal of the object. A typical setup to illus-
trate the principle is sketched in figure 25.

Deflectometry can be considered as a modification of tri-
angulation measurement systems. When the surface under test
has some optical quality, it can be integrated directly into the
metrological beam path between the pattern generator and the

Figure 26. Schematic view of a light field camera with a micro-lens
array between the objective lens and the image sensor plane.

camera. The projector is replaced by a display to generate test
structures, or the projector projects the test structures on a dif-
fusive surface acting as the effective location of the test struc-
ture. Now the camera images the pattern of given dimension
via the surface of the part to be inspected. Thus, the surface
geometry directly influences the optical beam path and as such
also the shape of the patterns as seen by the camera. The basic
principle to employ different patterns, preferably with sinus-
oidal shape of different pitches including phase shifting, like
it is shown in figure 24, is used in deflectometry for inspect-
ing high quality surfaces. The evaluation of a series of images
remains the same as in active triangulation. Typically, the main
interest is to find local surface damages represented by areas
of pattern anomalies in the imaged patterns instead of com-
plete 3D geometries. Defects can be found on single image
level without tedious reconstruction efforts of a 3D geometry,
which is much harder to measure in deflectometry, since each
inspected object would require some basic calibration efforts.
Mechanical fixtures for the object can be used to reduce this
effort significantly.

5.5. Plenoptical camera—light field imaging

The plenoptical camera or light field camera [66–68] is a
multi-aperture camera. The functional principle was described
in 1902 already [69]. Since camera sensors and computing
hardware were not available for a long time, it took about
60–100 years that this concept made some significant pro-
gress in research and gained some economic relevance. Typ-
ical setups have one main imaging lens plus a micro-lens array
in a given distance to the sensor array as sketched in figure 26.
The micro-lenses are arranged in a rectangular grid or a hon-
eycomb array in order to maximize the utilization of camera
chip pixels by minimizing the area between neighboring sub-
images from the discrete lenses of the micro-lens array. The
NA of the main lens has to be matched with the micro-lens
NA to fill the camera sensor optimally with an array of sub-
aperture images. The lens centers of the micro-lenses serve
as basis for the local triangulation of corresponding features
of neighboring sub-images for the depth estimation of this
respective image feature. In a calibration step, the respective
lens center position of every micro-lens is determined. The
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lens center is important for a ray tracing-based reconstruc-
tion of the depth information for a given feature point. For
every corresponding point in different sub images the central
rays are traced back from the image point through the cen-
ter of the respective lens to their point of intersection in the
measurement volume. Due to small errors for the true fea-
ture position on the sensor, the intersection is usually more
like a small region of closest distance for all the rays traced
back in the object space. Dependent on the distance between
object and lens, the number of sub-images available for multi-
triangulation for a feature varies from a minimum of two up to
a typical maximum of seven. Perwass and Perwass [70] intro-
duced a honeycomb type of micro-lens array with a cluster of
three types of micro-lenses of different focal length as a unit
cell of the micro-lens array in order to increase the measur-
ing range of the plenoptical camera significantly [70–72]. In
general, some portion of the maximal achievable lateral res-
olution of the camera sensor gets sacrificed in this sensing
principle with the reduced image magnification by the micro-
lenses in order to achieve a depthmeasurement in a single cam-
era frame. The plenoptical camera principle is capable of tak-
ing 3D images of a scene at video rates and even much faster
by pushing the demand on the computing power for image ana-
lysis in frame rate speed. Typically, the combination of main
lens and micro-lens reduces the lateral resolution by a factor
of 2–3 compared to imaging with a standard camera with the
same lens.

On the other hand, the DoF can be increased by about the
same factor with the micro-lens array with different lens types,
so that the effective DoF and thus the measuring volume is
increasing significantly. This feature is of particular interest
for imaging systems like microscopes with a high NA at the
object and thus a very shallow DoF, often not capable to cap-
ture the entire thickness of a sample like a single cell of a bio-
logical sample. The reconstruction techniques for plenoptical
images allow to display different representations of the light
field captured, like a total focus image or the image as if it
would have been captured with the unchanged main lens with
significantly lower DoF or a depth map of the entire FoV.

Alternatively, in micro-optically integrated setups a micro-
lens array is used directly as imaging lens. It is attached to
the camera sensor, so that this setup can be considered as an
array of multiple cameras separated by the pitch of the lenses
in the array. This mimics the structure of the eye some insects
do have like dragon flies. To avoid crosstalk between neigh-
boring channels in the micro-lens array, some light shield or
baffle layer is attached to the lens array [73]. In addition, this
setup was combined with a narrow band dichroic linear vari-
able filter (LVF) to make this camera colour sensitive in the
individual sub-cameras for multi- or hyperspectral imaging
applications. To optimize the setup, the direction of the chirp
axis of the LVF is rotated with respect to the axis of the rectan-
gular grid of the micro-lens array, so that the visible spectrum
was covered with e.g. 64 colour channels with a shift in central
bandwidth of about 6 nm. This very compact camera is cap-
able of measuring 3D information with up to 64 correspond-
ing feature points of the sub-images supplemented by spatially
resolved spectral information in 64 separated colour channels.

Figure 27. Schematic diagram for a chip area of a polarization
sensitive camera with polarization filters under 0, 45, 90 and 135
degrees.

This compact camera type can be described as 3D multispec-
tral camera.

6. Conclusive aspects, trends and outlook

This article is intended to provide the reader with a wide selec-
tion of technologies and sensor types for 3D metrology. This
may help the intrigued reader even to grasp the key functional
principle of sensors not covered in this selection as this can
never be fully exhaustive. Links to textbooks may help to find
additional information like technical details or formulas.

Furthermore, for some of the sensors the chain of innov-
ation and evolutionary steps is shown exemplary to give at
least some hints how functional needs and technical feasib-
ility can cross-fertilize over time. This may help to get a first
impression of how new technical capabilities can be utilized
to improve the sensor and its metrological performance over
time. Examples are: more advanced and robust spectral sens-
ing capabilities by FBG [22, 74] based ultra-compact and cost
effective spectrometers, 2D spectral sensing with LVF [75] or
tunable dichroic filters [76] for scanning wavelength ranges
over time. This may be paired with new sensors of improved
quantum efficiency leading to higher sensitivity, to new pho-
tosensitive materials of mixed and/or layered material to cover
the huge spectral range from 400–2000 nm, i.e. entire visible
and short-wave infrared range, with a single point or camera
sensor.

New sensor structures or functional modalities can be
another source for innovation. A polarization camera enables
to measure the light’s polarization state paired with spatial res-
olution in an area of 2 × 2 pixels with four polarizers at 0, 45,
90 and 135 degrees as shown in figure 27.

From this raw sensor signals the polarization state, degree
of polarization, polarization angle and portion of unpolarized
light can be retrieved from the data measured to create four
views of the same scene from a single image capture. The
polarization angle determination is mathematically the same
as for the evaluation of phase shifted active pattern projection
from equation (6).

The formula reads now:

2αi, j = arctan

(
Ii+1, j+1 (90) − Ii, j (0)

Ii+1, j+1 (135) − Ii, j+1 (45)

)
. (7)

20



Meas. Sci. Technol. 34 (2023) 032002 Topical Review

Please note, that a small trick with a factor 2 gets applied
to use the double angle 2α and that the angular values for the
polarization filters on the camera are doubled, too, where i, j
are the indices of the respective pixel.

To compute the polarization state, degree of polarization
and portion of unpolarized light the following definitions and
formulas get applied:

IUnpol i, j = Ii, j (0) + Ii, j (45) + Ii, j (90) + Ii, j (135) (8)

IPol i, j =
√
(Ii, j (0)− Ii, j (90))

2
+ (Ii, j (45) + Ii, j (135))

2

(9)

where Ii,j are the local intensity of pixel Ii,j or the interpolated
pixel intensities of the respective polarization type from the
nearest neighbor pixels.

The degree of polarization is defined as

DoPi, j = IPol i, j (0,5× IPol i, j + IUnpol i, j) . (10)

The advent of polarization cameras might help to integ-
rate different imaging modalities into one of the sensor types
described before to enable new ormore robustmeasuringmod-
alities. For example, a polarization camera might enable to
securely detect multiple reflections or stray light on an object
in a laser triangulation probe and make the entire systemmuch
more robust and in turn increases the usability.

Another innovative product is the event camera [77] or
dynamic vision sensor. They do not read a full camera frame at
a pre-defined given frame rate or exposure time like in global
or rolling shutter cameras. Event cameras typically have a con-
figurable threshold for the sensor where a pixel only fires an
event when the value of the pixel changes by a threshold incre-
ment in positive or negative direction. This procedure mim-
ics the base function of the human eye and allows to have
self-adopting and different activities for every pixel in the
sensor based on the image content. The sensor signal is a
time sequence of stochastic nature. One information unit con-
sists of pixel coordinate in x and y, exact time and polarity
of change direction of the pixel value in form of ±1 incre-
ment of the threshold value. In consequence, data bandwidth
is spent for more active pixels and data from non-active pixels
gets reduced or even suppressed which also implies some nov-
elty filtering and making the transmitted data ‘more relevant’
— at least for dynamic scenarios. In consequence, a classical
2D image needs to be composed in a computing device outside
the camera. Thus, much higher effective frame rates, shorter
exposure times and thus also dynamic ranges can be real-
ized compared to standard camera operating modes. There are
already camera designs combining classical image capture and
event camera operation in a single system [77]. These cam-
eras are called DAVIS cameras. Since the data stream of event
cameras is completely different compared to the frame-based
data structure of more classical cameras, performant image
processing algorithms have to be adopted to the new kind of
data stream in order to exploit the full potential of this sensing
approach. In principle, the cameras mentioned in the descrip-
tions in this paper can mostly be replaced by event cameras.

By doing so, the modified sensor will exhibit new features and
capabilities. Time will show how new sensor structures and
modalities will enable considerable technical evolution and
innovation of sensors. The trend to much higher pixel num-
bers in sensor arrays in the range of some 10 Mpxl (Mega-
pixel) at reasonable cost and still low dark noise will enable
new sweet spots where to tweak a given sensor principal for
new performance levels and applications.

Light sources are another major source for innovation in
sensors, since higher quantum efficiency, smaller size and
increased brilliance, new wavelengths, controllable (effective)
or narrower bandwidth or shorter switching times are some of
the main routes in R&D and for the markets.

Furthermore, increasing local computing power allows for
more elaborate sensor data evaluation schemes. New generat-
ive imaging modalities like the Fourier ptychography allow to
synthesize high resolution, high DoF and large FoV images
from a larger number of low-resolution sub images with large
FoV. New sensor types will enable further new concepts for
even more advanced image fusion scenarios even for different
modalities.

More computing power from central processing unit (CPU)
[78], graphics processing unit (GPU) [79] or field program-
mable gate array (FPGA) [80] and the like allow to integrate
high fidelity data operations to apply machine learning [81]
or artificial intelligence (AI) [82] or bionic image processing
algorithms [83] on or for the sensor. These functions may be
pre-trained and loaded into the sensor or even trained directly
on the sensor. This might help to optimize sensor signal data.
On the other side, care has to be taken to not sacrifice data or
image content by any adversarial side effects from data pre-
and postprocessing. Data quality of the sensor needs to be
qualified thoroughly for metrological applications. It is the key
to the future success of metrology in general. Figure 28 shows
a schematic from the GEMIMEG-II [84] project, where DCC
[1] are developed to fully digitize the quality infrastructure.

The goal of the project is to exchange the data seamlessly
between different systems without a media break and to make
calibration data machine readable, machine interpretable and
machine executable. DCCs can also convey much more details
and calibration related information compared to its prede-
cessor on paper or static pdf documents. This additional data
in turn can be used in later applications of the sensor or a
sensor system, since these data are available in machine read-
able, machine interpretable and machine actionable formats.
Figure 29 shows a generic view on the content blocks of a
DCC and the related process with a digital calibration request
(DCR) to initiate technically a specific calibration. A digital
calibration answer (DCA) might convey all the information
not contained in the DCC but requested by the issuer of the
DCR.

The diagram of figure 30 shows a quality indicator QoX,
where measurement values are characterized by QoS, pro-
cessed data by QoD and derived information by quality of
information (QoI).

This concept is still under development, so that a measured
datum may consist of the measurement value as measured
and corrected for deterministic errors plus the metrological
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Figure 28. Schematic diagram for data processing in quality infrastructure—including full backward traceability of the DCC or QoX from
data/ information back to the sensor as shown in the GEMIMEG-II structural view chart.

Figure 29. Schematic diagram of the DCC process and its relation
to DCR and DCA.

uncertainty according to the guide to the expression of uncer-
tainty in measurement (GUM) [85] plus the QoS information
as a simple indicator of a ‘trust level’ to be associated with
the datum value. The QoX values can be used in the data
processing domain by data experts to e.g. assign weights to
the datum when using it to generate new data or information.
This quality information is assigned to the datum at a stage,
where still domain specific know how for the respective step
of processing is available. This know-how may comprise of
e.g. the respective measurement conditions or details of the
data processing steps and/or information generation process,
respectively. The detailed description of sensor principles may

Figure 30. The Quality of X (X: Sensing, Data, Information)
concept with some examples. Colour code of domains according to
figure 28.

help to derive valuable QoS quality indicators for a given
measurement system. A very simple example for a quality of
sensing indicator could be the SNR as it is defined in the range
from 0 to 1. Preferably, QoX values should be in the Range [0,
1] to simplify further steps of data aggregation or fusion.

When the values of one or multiple sensors get processed
to data, also the related single or multiple QoS should be
processed into new (single) QoD value(s) to characterize the
quality level of the output data. For processing the QoX,
for example the arithmetic or geometric mean can be used.
For more complicated use cases, the QoX of individual data
sources can be weighted and the weights can be processed
in the way known for weighted arithmetic or weighted geo-
metric mean values [86]. This concept will help to transfer
the valuable gut feeling of a metrologist into the chain of
digital metrology and to pave the way into fully automated
data utilization and analysis scenarios. By this approach, some
information on boundary conditions or ‘observations’ around
the measurement which are not affecting the results directly
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can be captured and conveyed to later steps of data utiliza-
tion or information generation. The QoX can serve to generate
information on the trust level associated with the data created.
The same concept gets applied when information is derived
from data. A QoI value related to the information is gener-
ated to characterize the trust level of the respective informa-
tion. This concept may be of great value even in 3Dmetrology,
when measured data of different sensors and/or modalities get
merged or fused into one final result of higher accuracy and/or
trust level [87]. In future perspective for model based or even
AI based sensors, the QoX might become of key importance
when assessing the quality or trust level of the results gained
from these sensors.

In contrast to physical sensors, model-based sensors or AI
based sensors are software based and rely on the applicability
of the model or the coverage of the parameter space by the
training data set. When applying such a software-based sensor
which is fed by measuring data of one or multiple other phys-
ical sensors or even software-based sensors, it is important
that the input data stem from a data range also used for deriv-
ing or training the software-based sensor. This is called out
of distribution detection [88, 89] or in some cases also input
space verification when looking on the parameter space used
for the training. Software based sensors might show a very
strong nonlinear behavior outside the parameter space used in
the definition and training phase. In consequence, the output of
such sensors might be highly susceptible even to small para-
meter changes of the input parameters when they are out of
the parameter space used when training the sensor. A QoD or
QoI could describe, if the sensor operation is covered in the
training by e.g. a Boolean variable or how stable the result
is in some relative metrics when the input values are chan-
ging slightly. This field is quite new and subject in different
research activities of present and upcoming metrological pro-
jects. To solve this question is one of the important issues when
a software-based sensor has to be calibrated and calibration
results have to be documented in a (digital) calibration cer-
tificate. Typically, calibration certificates list the operational
conditions of a sensor, when the calibration is applicable. This
has to be transferred into the digital world of digital metrology
and truly digital industries in a robust and machine readable
and machine interpretable way. Just for illustration purposes,
figure 30 shows some more examples of the QoX concept in
practical applications.

Even the field of resolution in a measurement is still under
thorough discussion and consideration [90]. All factors influ-
encing the result of a measurement directly or indirectly have
still to be treated according to the guidance of the GUM [85],
the guide to the uncertainty of measurement.

For machine readability and machine interpretability of the
QoX, a precisely defined semantics needs to be developed. A
first structural concept is shown in figure 31. This description
needs to be clearly defined in its functional elements in order
to be open in its application even for QoX values and types
not foreseen in the definition phase of the generic concept. In
this respect, also the name of a QoX and the respective defin-
ition, its computation formula and related scale are of funda-
mental importance. QoX can even be used and of great value

Figure 31. The quality of X concept for a given sensor and a set of
functional elements describing the respective QoX.

to determine if a dataset can be used for a given application,
coming up much later than the data was measured. For a given
applicational context or dataset, the definition of the QoX has
to be unique and traceable in versions, if changes might be
applied over time [91].

This concept may become of significant value in an internet
of things scenario, when different smart sensors are combined
on purpose for a metrological task—like to produce a stereo-
scopic 3D image from different cameras capturing an overlap-
ping scene from different viewing angles even at slightly dif-
ferent instances of time. The concept may than be applied to
the camera pose, the image capture time in a common time
zone and the like, where multiple factors of influence need
to be considered for metrological applications where a known
level of accuracy and precision matters.

This outlook cannot be exhaustive at all but should raise at
least some of the important aspects we will face technically
and also initiated by the digital transformation in the field of
(optical 3D) metrology in the next years.
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