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ABSTRACT 
 

The present study has been under taken to address the issue of presence and absence of non-
response problems in Sample surveys. We have developed some new efficient ratio-type variance 
estimators for the computation of the finite population variance in presence and absence of non-
response, by incorporating Positional parameters as auxiliary information. The expression for mean 
square errors of proposed estimators has been derived up to the first order of approximation. To 
test the efficiency of new developed estimators, practical demonstration has been carried to 
ascertain the performance of suggested Estimators. 
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1. INTRODUCTION 
 
“The problem of non-response from respondents 
in survey data is one of the biggest problems 
while ascertaining the information from the 
source.  The most popular Sub-sampling scheme 
introduced by Hansen and Hurwitz in 1946 is 
widely used to handle the non-response 
problems in survey data. In our present study, we 
will adapt this sub-sampling technique to handle 
the non-response problems in survey data. The 
technique is based on two-way stratification, one 
for respondent group and the other for non-
respondent group in phase first of survey. Then 
in phase-II, by making intensive efforts, a sub 
sample from non-respondent strata is drawn to 
recover the non-response. The strategy of 
developing efficient estimators through proper 
utilization of supplementary information has been 
widely addressed by different authors, when the 

strong association exists between the auxiliary 
variable and study variable”. To enhance the 
efficiency of estimators in presence and absence 
of non-response by utilizing auxiliary information, 
different authors have searched different 
Estimators such as Isaki (Isaki, 1983) who has 
introduced ratio and regression estimators. 
Similarly, Upadhaya and Singh (Upadhaya and 
Singh, 1999) have used “coefficient of Kurtosis 
as supplementary information to improve the 
efficiency of Estimators”. (Kadilar and Cingi, 
2006a) used “coefficient of skewness. On the 
same lines, several authors have contributed 
their research efforts to improve the efficiency of 
estimators”. From the present literature, the issue 
of non response problems in survey sampling is 
being regularly addressed by the authors such as 
Hansen and Hurwitz, 1946, Sarandal et el, 2005, 
Riaz et el., 2014, Singh et el, 2016 and Shahzad 
et e., 2017. 

 

2. REVIEW OF ESTIMATORS IN LITERATURE 
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3. EXISTING ESTIMATORS IN ABSENCE OF NON-RESPONSE FROM THE 
LITERATURE

 
 

3.1 Ratio Type Variance Estimator Proposed by ISAKI, 1983: 
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3.2 Ratio Type Variance Estimator Proposed by Upadhaya and Singh, 1999: 
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3.3 Ratio Type Variance Estimator Proposed by Kadilar and Cingi, 2006a: 
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3.4 Ratio Type Variance Estimator Proposed by Singh et al., 2016: 
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4. PROPOSED ESTIMATORS 
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Where ‘K’ is Characterizing scalar to be determined such that the MSE of the proposed estimators is 
minimized.  
 

4.1 The Bias and Mean Square Error of Proposed Estimators up to First Order 
Approximation has been Carried out by the Following Expression 
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               (5) 

Where ,MSE is minimum for  

 
The Minimum MSE for the estimator, optimum value of K is : 
 

(6)

 
 

5. NUMERICAL ILLUSTRATION 
 
We use the data set presented in Sarandalet al. (1992) “concerning (P85) 1985 population considered 
as Y and RMT85 revenue from 1985 municipal taxation in millions of kronor considered as X”. 
Descriptive statistics is given below: 
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non-respondents results are as follows:- 
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5.1 Existing Estimators in Presence of Non-response 
 

Hansen and Hurwitz, 1946 “sub sampling scheme is the most popular scheme, used for the Non-
response problems let us consider a finite population consisting of N units. Let y be the character 

under study and a simple random sample of size n is drawn without replacement, of which  units 

respond and units do not respond”. From the non-respondents we select a sample of size 

 where k is the inverse sampling rate at the second phase sample of size n (fixed in 

advance) and from whom we collect the required information. It is assumed here that all the r units 
respond fully this time. 
 

Let  and be the sizes of the responding and non-responding units from the finite 

population  are the corresponding weights 
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5.2 Ratio Type Variance Estimator Proposed by Isaki, 1983 
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the following expression 
 

Bias )ˆ(
2

IS
S = ( )






 −−


− )1(1
22)(2

2


xy
S                                (8) 

 

MSE( )ˆ(
2

IS
S = ( )






 −−−+


− )1(2)1(1
22)(2)(2

4


xyy
S

                           

(9) 

 

Where, ( )
44

2

4

2

22

)ˆ()(
1)1(

yy

yy

yy
S

TVar

S

WS 
=+−=−






 
5.3 Ratio Type Variance Estimator Proposed by Upadhyaya and Singh, 1999 
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5.4 Ratio Type Variance Estimator Proposed by Singh et al., 2016 
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The bias and mean square error of the estimator up to first order of approximation is given by the 
following expression 
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6. PROPOSED ESTIMATORS IN PRESENCE OF NON-RESPONSE 
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where ‘K’ is a Characterizing scalar to be determined such that the MSE of the proposed estimators is 
minimized. The bias and mean square error of the proposed estimators has been carried out by the 
following mathematical 
 

Table 3. Mean square errors of existing estimators in presence of non response 
 

Existing estimators  Mean square error 
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Upadhyaya and Singh, 1999  29185970.72 
Singh et al., 2016  28837763.13 
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Table 5. Percent relative efficiency of existing estimators with proposed estimators in 
Presence of non-response 
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7. CONCLUSION 
 
In this manuscript, suggested estimators for the 
estimation of finite population variance in 
absence and presence of non-response have 
clearly determined that proposed Estimators 
have shown excellent performance over the 
Existing Estimators, which can be easily 
accessed from the tables viz, Table 1, Table 2, 
Table 3, Table 4, Table 5. Hence suggested 
estimators may be preferred over existing 
estimators. 
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