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Abstract— Electrical load forecasting is an important field, 

where it can be used to estimate the amount of electricity 

needed, the price of electricity, and the number of generators to 

be used. Such forecasting can be performed using machine 

learning approaches. Therefore, in this paper, we compare four 

machine learning algorithms that can be used to predict 

electrical load. These algorithms are Support Vector Machine 

(SVM), Least Square Support Vector Machine (LSSVM), 

Gradient Boosting Machines (GBM), and Random Forest 

Regression (RF). The comparison is done on three months 

hourly recorded data set that is publicly available from 

Pennsylvania Jersey Maryland (PJM) company. Our 

contribution is the identification of which algorithm has a 

better accuracy and less execution time. This enables electricity 

companies concerned with load forecasting to choose an 

algorithm from the existing ones as fast as possible without 

wasting time searching for an appropriate algorithm. The 

results show that RF achieves the best accuracy, and also has 

the least execution time. 
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I. INTRODUCTION 

Load forecasting is a technique used by power companies 
to predict the power or energy needed to balance the supply 
and load demand at all the times [1]. Accurate load 
forecasting can decrease the fluctuating behavior between 
energy generation and consumption [2], where the number of 
generators and the amount of electricity needed can be 
estimated.  

A reliable forecasting of electrical load demand could 
help to avoid problems resulted from unexpected loads, and 
give vital information to make decisions on energy generation 
and purchase, especially market-based dynamic pricing 
strategies. Furthermore, accurate prediction would have a 
significant impact on operation management, e.g., preventing 
overloading and allowing an efficient energy storage [3]. 

Machine learning can handle time series data (that is 
sequence of observations taken sequentially in time) [4] by 
reconstructing the time series data to look like a supervised 
learning problem by using previous time steps as input 
variables and use the next time step as the output variable. 
Thus, machine learning algorithms can be used for load 
forecasting where load data is a time series data.  

There are different and many algorithms for electrical 
load forecasting, so we provide this study to enable electricity 
companies concerned with load forecasting to choose an 
algorithm from the existing ones as fast as possible and 

without wasting time searching for an appropriate algorithm 
to load predictions. 

In this paper, we provide a comparative study between 
four machine learning algorithms SVM [5], LSSVM [6], 
GBM [7], and RF [8] in terms of forecasting accuracy and the 
time taken by them to perform the prediction. 

To compare the four algorithms, we use Mean Absolute 
Percentage Error (MAPE), and execution time as the 
evaluation metrics for the algorithms on a publicly available 
dataset. The dataset is taken from PJM company [9]. The 
dataset consists of 2208 observations. It is hourly-recorded 
representing electricity load of Western United States for 
three months from October 2017 to December 2017. We 
executed the algorithms ten times and each time we calculate 
their MAPE and execution time. After calculating the average 
of the ten iterations, we found that the RF Algorithm achieves 
the best accuracy, and also has the least execution time (i.e., 
the RF is the best candidate for performing load forecasting). 

 The rest of the paper is divided into three sections. In the 
first section, we explain general steps of forecasting in 
machine learning, and give an overview about the four 
algorithms we compare. In the second section, we provide the 
comparison between the four proposed algorithms. The last 
section explains the main conclusions of this study, and the 
future work.  

II. ELECTRICAL LOAD FORECASTING  

There are four types of forecasting according to the 
forecasting period [10]. The first type is the very short-term 
forecasting whose period is less than a day [11]. The second 
type is the short-term forecasting whose period ranges from 
one day to a week [12]. The third type is medium forecasting 
ranges from more than one week to year ahead [13]. The 
fourth is the long-term forecasting whose period is more than 
one year ahead [14]. 

In this paper, we focus on short-term load forecasting as 
such type of forecasting is very critical for the continues 
supply of electricity to the customers. In the following, we 
present the forecasting steps in general, and describe a set of 
algorithms that can be used to perform the forecasting. 

A. Forecasting Steps 

There are five basic steps of forecasting [15] which are : 

1. Problem definition: define what we want to forecast and 
who are concerned with this forecasting. 

2. Gathering information: collect historical data required for 
making the forecasting. 



 

Proceedings of 1st International Conference on Computers and Information, ICCI 2021 

2 

 

3. Preliminary(exploratory)analysis: analyze the data to 
identify its patterns (trends, seasons…etc.). 

4. Choosing and fitting models: choose the appropriate 
models for the data and fitting them. 

5. Using and evaluating a forecasting model: use the chosen 
model for making forecasting and evaluate it. 

We use these steps to perform short-term load forecasting 
and compare the different algorithms. Such that, First, we 
define the problem which is predicting the next 50 electrical 
load values that is considered as short-term load forecasting. 
Second, we get the data from an electricity company called 
PJM in Pennsylvania. Third, we don’t need to analyze data in 
our paper. Fourth, we choose the four proposed algorithms 
(SVM, LSSVM, RF and GBM) and fitting them to the data. 
Fifth, we use the four algorithms and evaluate them in terms 
of accuracy and execution time. 

B. Algorithms 

There are many algorithms for short-term load forecasting 
but we choose SVM, LSSVM, GBM, and RF because they 
have acceptable accuracy and less execution time. In the 
following, a short overview about each of them is introduced. 

1) SVM 

SVM is a machine-learning algorithm used for solving 
regression problem and provides a proficient prediction 
model [5]. It is known for its kernel trick to handle nonlinear 
input spaces. Thus, we use SVM in our paper as a load 
predictor because of the nonlinearity of the load, where there 
is a different load value for each time step. 

SVM divides the data into appropriate categories by 
making a hyperplane between them (see the two red lines in 
Figure 1 as the decision boundary and the green line as the 
hyper-plane). The objective is to basically consider the points 
that are within the decision boundary line, and the best fit line 
is the hyper-plane that has a maximum number of points. 

 

Fig. 1. SVM 

2) LSSVM 

In LSSVM [6], the input data are mapped with high-
dimensional feature space with the help of kernel functions. 
Using kernel functions, the problem can be mapped into a 
linear form. LSSVM is a modification of the standard SVM, 
but LSSVM uses a least square cost function to construct the 
optimization problem. It is based on equality constraints 
which results in a series of linear equations instead of a 
quadratic programming problem that will reduce the 

calculation complexity. LSSVM equation for function 
estimation is shown in Equation (1). 

𝑦(𝑥) = ∑ ∝𝑘 k(x, x𝑘) + b

𝑁

𝑘=1

 (1) 

Where αk (w) is the weighting factor, x is the training 
samples and xk is the support vectors, b represents the bias, 
and N is size of the training samples. LSSVM equation is 
explained in Figure 2. 

 
Fig. 2. LSSVM 

3) RF 

 RF is a supervised  learning algorithm built based on the 
concept of wisdom of crowds [7], where a large number of 
relatively uncorrelated models (trees) operating as a 
committee will outperform any of the individual constituent 
models . Thus, trees protect each other from their individual 
errors (i.e., different trees cannot get the same error), and this 
results in improving the accuracy and reducing overfitting. 
The general steps of RF  are  shown in Figure 3: 

• The dataset is sampled randomly and each tree is 
created from a different sample of rows and at each 
node, a different sample of features is selected for 
splitting.  

• Each of the trees makes its own individual prediction. 

• The predictions are then averaged to produce a single 
result. 

  

Fig. 3. RF 

4) GBM 
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GBM algorithm is a tree-based machine learning 
algorithm used for solving classification and regression 
problems [8]. The general steps of GBM are: 

• It creates fixed number of decision trees which are called 
as weak learners or weak predictive models. These decision 
trees are of fixed size or depth as shown in Figure 4. 

• These trees are built using residuals.  The predicted value 
produced by each (model) is scaled by the learning rate. 

• This learning rate enables the algorithm to have a more 
gradual and steady improvement at each step. The 
algorithm continues to build trees in this fashion until it has 
made the number of trees or additional trees fail to improve 
the fit . 

       
Fig. 4. GBM 

III. RESULTS 

 To compare the four proposed machine learning 
algorithms (SVM, LSSVM, RF and GBM), we have 
implemented them in Python 3.8.3, and executed them on a 
laptop with the following specifications: Processor Intel(R) 
Core (TM) i3-CPU@2.4GHz, and 8GB RAM with Windows 
10. 

There are different evaluation metrics used to evaluate 
machine learning algorithms such as Mean Absolute Error 
(MAE), Mean Absolute Percentage Error (MAPE), Mean 
Squared Error (MSE), Execution time, etc. MAE, MAPE, 
MSE metrics are used as accuracy indication, where the 
algorithm with less MAPE has more accuracy and vice versa. 
Execution time is the time required for a forecast model to 
complete its execution .  

In this paper, we use execution time and MAPE to 
perform the comparison. MAPE allows comparison between 
regression models designed for predicting diverse categories 
of data [16]. Therefore, it is convenient because we have 
diverse values of load. MAPE can be calculated using 
Equation (2).   

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝐴𝑖−𝐹𝑖

𝐴𝑖
|

𝑛

𝑖=1
           (2) 

Where n is the number of data points, Ai represents the 
actual value, and Fi is the forecast value returned from the 
algorithm.  

For the comparison, we use a dataset consisting of 2208 
hourly-recorded observations representing electricity load 
of Western United States for three months from October 2017 
to December 2017. The dataset is randomly split with the 
ratio of 70:30, where 70% used to train the algorithms while 
the 30% is used for testing them. Then, we use the algorithms 
to predict the next 50 hours and calculate MAPE for each 
algorithm by using Equation (2). In the following, we present 
the results obtained for each algorithm. 

A. SVM 

Prediction of the next 50 hours of load forecasting using 
SVM is shown in Figure 5. SVM model can predict future 
load values with MAPE of 0.14357, and execution time of 
0.70 seconds. 

 

Fig. 5. SVM predicted values 

B. LSSVM 

Figure 6 shows the prediction of the next 50 hours when 
LSSVM is used. The LSSVM model’s MAPE is 0.05152, 
while its execution time is 10.70 seconds. 

 
Fig. 6. LSSVM predicted values  

C. RF 

When RF model is used, It yielded MAPE of 0.041883 
and execution time of 0.6 seconds. The prediction of the next 
50 hours by using RF is shown in Figure 7.  

 
Fig. 7. RF predicted values 

 

D. GBM 

The result of using GBM for predicating the next 50 hours 
is shown in Figure 8. This model can predict future load 
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values with MAPE of 0.06212, while its execution time is 1.6 
seconds. 

 

Fig. 8. GBM predicted values 

E. Comparison Summary 

To compute the average of MAPE and execution time for 
each algorithm, we executed the algorithms ten times and 
each time we compute MAPE and execution time for each 
algorithm as show Table 1 and Table 2 respectively. 

Index SVM LLSVM RF GBM  

1 0.14357 0.05152 0.04168 0.06212 

2 0.14935 0.03915 0.03860 0.05649 

3 0.15287 0.05044 0.04146 0.06065 

4 0.14888 0.03612 0.03880 0.06475 

5 0.14051 0.03548 0.02698 0.04399 

6 0.16146 0.07164 0.03460 0.06295 

7 0.14723 0.03673 0.03704 0.05566 

8 0.15512 0.05228 0.03778 0.06006 

9 0.15232 0.03843 0.03851 0.05442 

10 0.15326 0.05422 0.04096 0.06068 

Average 0.15046 0.04660 0.03764 0.05818 

Table.1 MAPE for the four algorithms in each iteration 

Index SVM LLSVM RF GBM  

1 0.70 10.70 0.60 1.60 

2 0.70 9.60 0.60 1.60 

3 1.10 8.90 0.70 1.70 

4 0.80 8.70 0.60 1.50 

5 0.80 7.60 0.60 1.40 

6 0.90 7.90 0.70 1.80 

7 0.70 8.50 0.60 1.40 

8 0.70 8.60 0.60 1.50 

9 0.70 9.30 0.60 2.20 

10 0.70 9.80 0.60 1.70 

Average 0.78 8.96 0.62 1.64 

Table.2 Execution time for the four algorithms in seconds 

Figure 9 and Figure 10 shows the average MAPE and 
execution time for the ten iterations respectively. It is clear 
that RF has the least MAPE and hence it has the best 

accuracy. It also has the least execution time and hence it 
executes faster than other algorithms. 

 

Fig. 9. Average MAPE for the four algorithms 

 

Fig. 10. Average of execution time for the four algorithms in seconds 

IV. CONCLUSION AND FUTURE WORK 

A reliable forecasting of electrical load demand could 
help to avoid problems resulted from unexpected loads, and 
give vital information to make decisions on energy generation 
and purchase, especially market-based dynamic pricing 
strategies. Furthermore, accurate prediction would have a 
significant impact on operation management. In this paper, 
we compare four machine learning algorithms (SVM, 
LSSVM, RF and GBM) for predicting the electrical load 
of Western United States. 

We execute the algorithms ten times and each time we get 
different MAPE because of randomization of selecting data 
in training and testing phases and also different execution 
time. We calculate the average of MAPE for the ten iterations 
and found that SVM, LSSVM, RF and GBM has MAPE of 
0.15046, 0.04660, 0.03764 and 0.05818 respectively. Also 
We calculated the average of execution time for the ten 
iterations and found that SVM, LSSVM, RF and GBM takes 
of 0.78, 8.96, 0.62 and 1.64 seconds respectively. From the 
values of  the average of the ten iterations, its clears that RF 
algorithm has the least MAPE and the least execution time 
compared to the other three algorithms and hence RF  
outperforms the other three algorithms (SVM, LSSVM, and 
GBM) in terms of accuracy and execution time. 

In the future we plan to compare more algorithms and also 
aim to combine two or more of these algorithms to get less 
MAPE and hence   more accuracy. Furthermore, as we only 
have used one dataset to compare the algorithms, we plan to 
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use other electrical load datasets to confirm the results 
achieved in this paper. 
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